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Abstract. The academic performance of students in Mexico 

has a great impact on the social and economic development 

of the country. Early detection of students at academic risk 

is necessary to improve educational quality and reduce 

school dropouts. This work presents a proposal that uses a 

predictive model based on Logistic Regression to identify 

students at high risk of academic failure and its usefulness 

to provide proactive and personalized support to those who 

need it. In addition, an overview of the impact of Artificial 

Intelligence and Machine Learning in education is 

presented, especially in predicting student dropout and 

supporting academic performance, allowing us to take an 

important step towards a more promising and successful 

educational future for students. students. 
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1 Introduction 

 
Education in Mexico is in a constant process of change and restructuring, seeking to respond to social demands, 

correct social inequalities, train subjects prepared for a globalized world and meet the requirements of the 

Organization for Economic Growth and Development (OECD) [1]. Therefore, academic performance is of 

interest to both institutions and the government, due to its effects on social and economic development. 

Understanding academic performance in educational institutions has allowed us to demonstrate the real 

production of students in formal activities and requires the analysis of their forms of expression, in terms of 

student delay, desertion and low rates of effectiveness, being considered components of school failure, so it is 

a constant challenge to maintain and improve academic quality. As a consequence, the experiences of school 

failure in individuals constitute a deprivation of the development of cognitive, personal and social capacities, 

which limit opportunities for material and symbolic goods, restrict the aspirations of individuals and the real 

possibilities of satisfying them [2]. Based on this, the opportunity is perceived to detect early students who 

present indicators of academic risk and thus increase the effectiveness and significance in the intention to 

support students in a preventive manner [3]. 

 

The educational panorama today faces significant challenges in terms of student retention and academic 

performance. Academic failure and school dropout continue to be obstacles that affect millions of young people 

around the world, limiting their future opportunities and generating a gap in access to quality and equitable 
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education. However, in this context, a ray of hope emerges through the development and application of 

predictive models. 

 

The digital revolution has allowed analytical research to be carried out thanks to the ease of capturing, 

processing, storing, distributing and transmitting digitalized information generated by new societies to discover 

interesting models and solve everyday problems in society [4]. In recent years, Artificial Intelligence (AI) 

techniques such as Machine Learning (ML) and Deep Learning (DL) have positively impacted the advancement 

of different fields of knowledge, including education [5]. Education plays a fundamental role in the development 

of all societies, as it enables people to increase their productivity and address problems more efficiently, often 

taking advantage of creative approaches. In the educational field, Machine Learning (ML) techniques have been 

used for various activities, including predicting student dropout and supporting student academic performance. 

Likewise, Artificial Intelligence allows teachers to analyze an individualized follow-up of students' actions in 

learning environments and thus detect in advance which students need intervention or specialized help [6]. 

 

Although AI applications in education are still in an early stage, there are numerous examples that show its 

potential to transform this field. In relation to the educational field, AI can accelerate personalized learning and 

provide support to students with special needs. At the educational system level, promising uses are emerging 

such as predictive analytics to reduce school dropouts and the assessment of new sets of required skills. 

 

AI and digitalization have also generated a new demand for complex skills, which are less susceptible to 

automation. These skills include higher cognitive aspects such as creativity and critical thinking. 

 

1.1 Tools within the field of computer science and data science. 
 

Artificial Intelligence (AI) is a field of study that focuses on developing computational systems capable of 

interacting with the environment through skills such as visual perception and voice recognition, as well as 

intelligent behaviors such as processing and selecting information for decision-making with specific objectives. 

In parallel, data mining is a key tool for understanding student behavior and generating effective educational 

models. By describing, predicting, and generalizing data collected in the educational context, relevant patterns 

and trends can be identified. From these observations, learning activities can be suggested, notifications about 

student performance can be sent, and group work can be encouraged to improve teaching-learning. The data 

comes from various sources 

 

2 Theoretical Framework and State of the Art 

 

2.1 Artificial Intelligence in Education 
 

AI systems are designed to operate with different levels of autonomy. The phases of the AI system lifecycle 

consist of [12]: 

 

• Planning, design, data collection, processing, model creation and interpretation 

• Verification and validation. 

• Deployment. 

• Operation and monitoring. 

 

The algorithmic power of AI is also used to create predictive and diagnostic models to support decisions and 

generate feedback at the establishment (school, university, etc.) or educational system (district, region, country, 

etc.) level [12]. Many of the AI applications are models or profiles of learners that allow prediction, for example, 

the likelihood of a learner dropping out of a course or being admitted to a program, in order to offer timely 

support or provide feedback and guidance on content-related matters throughout the learning process [13]. 

 

Artificial Intelligence offers several advantages for detecting and preventing failure rates in schools [14], such 

as: 

 

● Early identification of low performance patterns. 
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● Personalization of teaching and support for each student. 

● Accurate feedback and recommendations to improve learning. 

 

2.2 Successful implementations of AI in preventing failure. 
 

Several success stories have been identified worldwide, for example, in Finland, a project has been implemented 

that uses AI to detect early students at risk of failing. The system collects and analyzes academic and behavioral 

data to identify patterns that indicate learning difficulties. Another notable case is Singapore, where an AI-

based virtual tutoring system has been implemented that provides individualized educational support to 

students. The system analyzes the progress of each student, identifies areas of difficulty, and provides learning 

resources tailored to their specific needs [17]. 

 

In Mexico, the Tec. de Monterrey has implemented an adaptive learning platform based on AI ALEKS, teachers 

have presented an initiative that proposes the use of an adaptive learning platform as a leveling method in 

mathematical skills, for evaluation and online learning. The adaptive learning platform is designed to 

personalize the learning experience of each student, identifying their areas of strength and weakness in 

mathematics [20]. 

 

Another project that has been developed is an Early Warning System (SisAT) in a Mexican secondary school 

that aims to detect students at risk of dropping out in time and provide appropriate interventions to prevent it. 

Important points of SisAT include the analysis of longitudinal data on academic performance and other relevant 

factors, identification of exact indicators to predict dropout, generation of alerts for timely interventions, 

offering personalized support, constant monitoring of progress and collaboration between teachers, 

administrators, parents and educational policy makers [21]. 

 

2.3 Problem statement. 
 

Education is one of the factors that most influences the progress of people and societies, in addition to providing 

knowledge, enriching culture, spirit, values and everything that characterizes us as human beings [6]. 

 

School dropout is a complex phenomenon that can be attributed to various causes, among which are the 

following: 

 

● Economic difficulties. 

● Need to work and study. 

● Poor academic performance. 

● Failing subjects. 

 

3 Methodology 
 

The methodology was developed in general in 4 phases, each of the phases is subdivided into different tasks as 

shown in Figure 1. 

 

 

 

 

 

 

 

 

Figure 1. Methodology. 

 

Phase 1: Understanding the data: In this initial phase, as shown in Figure 1, we sought to obtain an overview 

of the structure and content of the data, ensuring that relevant information about the students, their grades in 

different subjects, identification data, and other academic and previous performance variables was captured. A 
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careful review was carried out to verify that there was no missing, incoherent, or erroneous data. Likewise, 

possible biases or imbalances in the data set that could affect the accuracy of the model were identified. Once 

the data was obtained, it was described using statistical and visualization techniques. The size of the data set, 

the number of records and characteristics present, as well as the distribution of grades and other variables were 

analyzed. 

 

Phase 2: Data preparation: In this phase, a thorough preparation and adaptation of the data was carried out to 

ensure that it was in the appropriate form and ready to be used in the predictive model. New variables were 

generated from existing ones, such as grade point average, allowing for a more complete perspective of 

students’ academic performance. 

 

Phase 3: Modeling: First, a careful selection of the most appropriate modeling techniques was carried out, 

taking into account the specific characteristics of the problem and the available data. After a thorough analysis, 

Logistic Regression was chosen as the core algorithm of the model due to its distinctive features and its ability 

to deal with non-linear data, which was relevant in our educational context. Furthermore, its highly interpretable 

nature provides confidence in the results obtained and allows educators and decision-makers to design 

personalized support strategies for those students at risk. 

 

Using the training set previously prepared in the Data Preparation phase, the model adjusted its parameters 

during the training process to find the best relationship between the variables and the labels of the students who 

pass or fail. This fine-tuning process allowed the model to learn from historical data, acquiring the knowledge 

necessary to make accurate predictions on new and unseen data, based on their corresponding identification 

data and grades obtained in different subjects, such as mathematics, computer science, English, and philosophy. 

To ensure the effectiveness of our model, we split the data into training and test sets, preprocessing them using 

feature scaling to obtain more robust and accurate results. We trained the model with the training set and 

evaluated its performance using the test set, defining key metrics such as Accuracy, Precision, Recall, and F1 

Score for a rigorous assessment of its prediction ability. These metrics gave us a holistic view of the model’s 

performance by evaluating both the ability to correctly classify positive cases and negative cases, thus ensuring 

a complete and reliable assessment of its ability to identify students at risk of academic failure. 

 

Phase 4: Evaluation: In this phase, a rigorous evaluation of the model was carried out to determine its ability 

to detect students at high risk of academic failure early. The results obtained were analyzed and the modeling 

process was reviewed to ensure the quality and reliability of the model. 

 

The evaluation was based on the previously defined metrics, which allowed measuring key aspects of the 

model's performance, such as Accuracy, which indicated the proportion of correct predictions over the total 

data, while Precision measured the proportion of correct positive predictions over the total positive predictions. 

Recall represented the proportion of positive cases correctly identified over the total positive data, and F1 Score 

acted as a harmonic mean between Precision and Recall. 

 

4 Results 
 

Below are the results obtained when evaluating the functioning and performance of our predictive model for 

the early detection of students at high risk of academic failure. 

 

The test results showed that our predictive model has achieved outstanding levels in the key evaluation metrics, 

the accuracy was 98%, indicating that the predictions made by the model were correct, demonstrating its ability 

to correctly identify students at risk of failure and minimize false positives. The Recall obtained 100%, 

indicating that the model is highly effective in detecting all at-risk students among the positive cases present in 

the data. Likewise, the F1 Score yielded a value of 99%, evidencing a balance between the model's ability to 

correctly classify positive and negative cases, confirming its performance in the prediction task. 

 

The data used to train and test the model was created by simulating that of an educational institution, with 241 

students and the following attributes: firstname, lastname, email, grades in mathematics, computer science, 

English and philosophy. This data set represented a sample of the student population, which allowed the model 

to learn complex and generalizable patterns. 
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The results shown that the model has been highly effective in classifying students who passed and failed. Most 

students were correctly classified as passed, which reinforces the reliability of the model in this task. 

 

We shows the subjects in which students are having the most difficulties, showing the number of students with 

low grades in each of them. 

 

From the test results it is possible to identify students at risk of academic failure and those who have been failed. 

The validation of our predictive model was carried out with a set of tests that was not used during the training 

process. The results were highly encouraging, with an accuracy of 98%. This means that 98% of the predictions 

made by the model were correct. This high accuracy suggests that the model is reliable and capable of making 

accurate predictions about students at risk. 

 

Furthermore, the accuracy of the model was 98%, indicating that these 98% of students that the model identified 

as "high risk" of academic failure were actually in that situation. This result is fundamental, as it guarantees 

that the model is not overestimating the number of students at risk and will allow educational institutions to 

concentrate their efforts and resources on those students who really need it. 

 

Recall and F1 Score: The model's Recall was 100%, meaning that it did not miss any students at risk of academic 

failure. In other words, the model did not make any Type II errors, which involves not detecting an at-risk 

student when it should have. This high Recall demonstrates the model's sensitivity in detecting at-risk students, 

which is essential for early detection and implementing timely interventions. 

 

The model's F1 Score was 99%, indicating an excellent ability of the model to balance precision and recall. The 

F1 Score is used to evaluate a model's performance in situations where there is an imbalance between classes 

(in this case, at-risk students and non-risk students). A score close to 100% suggests that the model strikes an 

optimal balance between the ability to identify at-risk students and avoiding false positives. 

 

5 Conclusions and future work 
 

The predictive model based on Logistic Regression has proven to be highly effective in the early detection of 

students at risk of academic failure, with an Accuracy, Recall and F1 Score close to 100%. Its application in 

educational institutions allows the implementation of early intervention strategies, providing personalized 

tutoring and allocating additional resources to at-risk students, contributing to a more inclusive and effective 

education. This tool has proven to be valuable in improving retention and academic success, positively 

impacting the educational future of students. The use of Machine Learning techniques in the identification of 

at-risk students represents an important step towards a more effective education oriented towards the success 

of each student, allowing data-driven decision-making to strengthen the educational process. 

 

For future research, other machine learning algorithms could be explored and the inclusion of other factors that 

influence academic performance could be considered. Although the model is promising, it is essential to 

recognize that it is not a definitive solution, but rather a valuable tool to support educators and counselors in 

making informed decisions. With a continued focus on improvement and research, we hope that our model will 

contribute to a stronger and more equitable education system in the future. 
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