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Abstract. There exist multiple online collections and data bases of 
scientific articles publicly available, to take full advantage of these 

resources, it is necessary to process, arrange and correlate texts 

with respect to a classification or ontology. To achieve an efficient 
organization and a more relevant correlation between texts, it is 

necessary to use a similarity measure for short texts. However, 

determining the best method to calculate the similarity between 
texts is an arduous task, since there are many similarity measures 

reported in literature. Additionally, the collection of texts to which 

the similarity measures are applied should be considered; while 
some measures are useful for some types of information sources, 

they fail when the collection of data changes. Therefore, it is 

necessary to count with a method to evaluate the performance of 
similarity measures from a statistical perspective and in terms of 

the accuracy achieved by each measure.  
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1 Introduction 
 

In the study and development of methods for text processing, one of the most frequent tasks is the calculation of similarities or 

distances between texts. For example, in the Information Retrieval area, there is a need to correlate research articles with some 

topic or topics to facilitate document search. The objective of applying these similarity measures is to establish the distance, 

either semantic or syntactic, between texts. In this article we focus on investigating which similarity measures offer better results 

considering a set of research articles published on Computer Science in the Semantic Scholar, as well as Computer Science 

Ontology (CSO)1. It is important to consider that there are many similarities measures applicable for short texts; among these, 

the semantic measures based on WordNet that are used and analyzed in this paper are: Wu and Palmer [2], Jiang and Conrath 

[3], PATH [4], Lin [5], and Resnik [6], additionally the well-known Cosine Similarity distance. 

 

In 2009 [1], there was an estimation of 50 million published research articles. According to the National Science Board of the 

USA, scientific publications around the world grow at a rate of 4% each year, it is estimated that there are around 30,000 

scientific journals, and that approximately two million articles are published each year. Therefore, the task of calculating 

similarities between research papers and topics represents a problem of dimensionality and scalability.  

 

The problem can be formulated as follows: 

Given a collection of P publications, an ontology of topics T, a set of similarity measures S, and a set of evaluation criteria E 

defined as the 4-tuple <P, T, S, E> 

Where: 

P represents a collection of i publications P = {p1, p2, p3, …, pi}, i > 0 

T represents a topics taxonomy arranging j topics T = {t1, t2, t3, …, tj}, j > 0 

S represents a set of k similarity measures S = {s1, s2, …, sk} k > 0 

E represents the evaluation criteria E = {e1, e2, …, el}, l > 0  

 

The objective is to identify the measurement or measurements that return a better result considering the evaluation criteria. 

The number of similarity calculations is defined by calc = i * j * k, and the time required for this number of calculations it is 

necessary to incorporate the time of execution of each similarity measure, time = i * j * (k * time(k)). Where time(k) depends on 

 
1 https://cso.kmi.open.ac.uk/home 
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the algorithm and computational resources involved in the similarity calculations. Supposing that there is a collection of 2000 

publications, 2000 topics, and six similarity measures, the number of calculations is calc = 2000 * 2000 * 6, that is 24 million of 

calculations multiplied by the time required for each of the six similarity measures. Taking into consideration that more than one 

evaluation criteria can be used for the selection of similarity measures, the research problem is divided into two objectives. 

a) Create a method to reduce the number of similarity calculations and the time required for their execution. 

b) Define an evaluation function which incorporates the criteria to select the best similarity measure. 

In this paper, a method that addresses the afore-mentioned objectives is presented, the goal of this method is to provide evidence 

for decision making. 

 

2 Description of the Method 
 

Aiming at reducing the number of calculations and time required for the evaluation of similarity measures, the proposed method 

(shown in Figure 1) consists of the following steps:  

a) Collect input data: select a collection of research publications to work with and select an ontology of topics. 

b) Preprocess the texts: it is important to verify that the titles texts of the publications are not empty, that they do not 

contain badly formatted characters, and create a bag of words representation for the texts. 

c) Select the similarity measures: the set of similarity calculations are well-documented methods for short texts similarity 

assessment. However, over the last decade numerous methods of comparison between texts have been reported, among 

these are those based on the use of the WordNet dictionary. It is important to select the measures that are of interest for 

the calculation, as these calculations require computational resources. 

d) Experimentation: determine the sample size and randomly select samples of publication titles and topics from the 

taxonomy to execute the calculations. Repeat the experiment n times. 

e) Evaluation: determine the evaluation criteria that will be used and formulate an evaluation function that incorporates 

the criteria and possible weighs. Apply the evaluation function and concentrate results to determine the similarity 

measure that best fits the evaluation criteria. 

 

 

Fig. 1. Proposed method for similarity measures evaluation. 

 

3 Data Collections 
 

One of the fundamental requirements for calculating similarities is to obtain a very good source of data, together with a 

classification, taxonomy, or ontology of topics. In this case, we retrieve the data from articles published in the Computer 

Science domain. Likewise, we use the CSO ontology that provides an organization of topics about Computer Science. 

 

3.1 Research Publications 
 

Regarding the scholarly articles and research publications there are many bibliographic databases available online, we decided 

to use the Semantic Scholar API2, which allows downloading collections of publications by specifying keywords. The execution 

of the API to obtain a set of articles was configured to retrieve the id and the title of the publications. It is also possible to 

recover the abstract and authors of each article; however, as the objective of the experiment was to determine the measurement 

or measurements that return better results, we only used the titles. In a later phase of classification and correlation of the 

publications with the topics, we will obtain the abstracts to execute the similarity processing. It is important to point out that 

some of the similarity measurements that we are using take more computational resources during the calculation, and this is the 

main reason to first develop a method that supports the decision making to determine the similarity measurements that yield the 

 
2 https://www.semanticscholar.org/ 
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best results. To develop this method we considered important a light execution, for which we have implemented a method based 

on statistical sampling, in such a way that titles and topics are taken randomly. Figure 2 presents an example of a request to the 

Semantic Scholar API, and the JSON formatted response generated. 

 

 

Fig. 2. JSON response generated with Semantic Scholar API for paper lookup. 

 

3.2 Representation of Topics 
 

Regarding the representation of topics, there are various representation structures, these range from the use of databases, 

classifications, taxonomies, knowledge bases, ontologies to knowledge graphs. 

According with [7] a taxonomy can be defined as a structured set of names and descriptions used to organize information and 

documents in a consistent way. Taxonomies are crucial for the management of organizations. According with Pincher [8] all 

types of management systems in an organization are nearly useless if they do not use taxonomies. Taxonomies are necessary to 

organize storage and management of resources, and to support better searching of resources.  

 

There are other forms of representation of topics about some domain or discipline, that is the case of ontologies and knowledge 

graphs. In 1993 Tom Gruber [9] presented the definition of Ontology as an “explicit specification of a conceptualization”. That 

is, an ontology is a formal representation model based on logic that allows defining concepts and semantic relationships between 

them. On the other hand, knowledge graphs are also a representation model based on triplets formed by subject, predicate and 

object. Knowledge graphs have gained enormous popularity since they are very similar to ontologies, but their use and 

exploitation is much lighter, and they are easily accessible using references or resource identifiers (IRIs). 

 

The following are some examples of knowledge representations:  

a) The ACM Computing Classification System3, is a standard classification system for the Computing Science knowledge 

field. It is maintained by the ACM Organization. 

b) The Computer Science Ontology (CSO)4, is a large-scale, automatically generated ontology of research areas in the 

field of Computer Science, which includes about 15,000 topics and 70,000 semantic relationships.  

 
3 https://www.acm.org/publications/class-2012 
4 http://skm.kmi.open.ac.uk/cso/ 
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c) In research areas related with Physics and Astronomy, the most popular taxonomy used is the Physics and Astronomy 

Classification Scheme (PACS). PACS was developed in 1970 by the American Institute of Physics (AIP) for 

classifying scientific literature using a hierarchical set of codes. 

d) The Mathematics Subject Classification (MSC)5 is the main taxonomy used in the field of Mathematics. This taxonomy 

is maintained by Mathematical Reviews (MRDB) y Zentralblatt MATH (ZMATH). 

e) The Medical Subject Heading (MeSH)6 is a controlled vocabulary produced by the National Library of Medicine, it is 

used for indexing, cataloging, and searching for biomedical and health-related concepts and documents. 

 

To facilitate the task of searching and finding the authors that address a particular topic, or to retrieve a set of publications that 

are closely related to a particular research topic, it is necessary to correlate the publications with a taxonomy of knowledge, 

related with the knowledge area of interest. In this study case, the set of publications will be correlated and organized with 

respect to the Computer Science knowledge area, therefore the CSO Ontology was selected. 

 

4 Similarity Measures for Texts 
 

In recent years there has been a growing interest in the research and development of methods for short-text semantic similarity. 

According with Prakoso et al. [10] short text similarity (STS) aims at determining the degree of similarity between pairs of texts.  

Various approaches have been reported in literature: lexical or syntactic, semantic, pragmatic, probabilistic methods, vector-

based, among others. Of particular interest are the knowledge-based measures that utilize the WordNet lexical database.  

 

The following measures of relatedness were used to calculate semantic similarity between titles and topics from CSO ontology. 

These semantic relatedness measures utilize WordNet database and exploit additional non-hierarchical relations. 

a) Wu and Palmer [2] introduced a relatedness measure that finds the path length to the root node from the least common 

subsumer (LCS) of two concepts, which is the most specific common concept they share as an ancestor. This value is 

scaled by the sum of the path lengths from the individual concepts to the root. 

b) Jiang and Conrath [3] presented an Information Content (IC) based-distance measure that uses the conditional 

probability of encountering an instance of a subclass synset given an instance of a superclass synset. Thus, the 

information content of the two nodes, as well as that of their most specific subsume are considered. 

c) Leacock and Chodorow [4] presented a measure that finds the shortest path length between two concepts, and scales 

that value by the maximum path length in the is-A hierarchy in which they occur. It considers that the conceptual 

distance between two nodes is proportional to the number of edges separating the two nodes in the hierarchy. 

d) PATH [4] semantic relatedness is a node-counting scheme (path). The relatedness score is inversely proportional to the 

number of nodes along the shortest path between the synsets. The shortest possible path occurs when the two synsets 

are the same, in which case the length is 1. Thus, the maximum relatedness value is 1. 

e) Lin [5] presents a measure that calculates semantic relatedness between two concepts. Lin stated that ”the similarity 

between A and B is measured by the ratio between the amount of information needed to state the commonality of A 

and B and the information needed to fully describe what A and B are.”  This measure uses the amount of information 

needed to state the commonality between the two concepts and the information needed to describe these terms. 

f) Resnik [6] presents a semantic relatedness approach that uses the information of concepts, computed from their 

frequency of occurrence in a large corpus. Considers that the similarity between a pair of concepts may be judged by 

“the extent to which they share information”, Resnik calculates the semantic relatedness between two lexicalized 

concepts. 

g) Additionally, we have included the calculation of the Cosine distance. Cosine similarity is a measure between two 

nonzero vectors of an inner product space, based on the cosine of the angle between them. If two text embedding 

vectors are similar, the cosine similarity between them produces a value close to 1. 

 

5 Experimentation 
 

For experimentation two data sources were used: a collection of 1,500 publications extracted from Semantic Scholar API, a 

collection of 14,290 research topics from the CSO ontology, and a set of 7 similarity measures. Considering the size of these 

collections, the number of similarity calculations is the product of 1,500 titles, 14,290 topics, and 7 similarity measures, that is a 

total of 150,045,000 similarity calculations. The first objective is to reduce the number of similarity calculations and the time 

required for their execution. Figure 3 shows the process of generating sample files with similarity calculations. The process 

 
5 https://mathscinet.ams.org/msc/msc2010.html 
6 https://meshb.nlm.nih.gov/search 
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starts by randomly selecting a sample of 100 topics from the CSO ontology, and 100 publication titles from the publication 

dataset. Then the seven similarity measures are calculated between all pairs of topics and titles. To filter representative results, 

the mean of all measures is used to select those similarities that are higher than a threshold. 

 

 

Fig. 3. Process to randomly generate similarity sample files. 

 

To determine which is the similarity measure that generates better results, two evaluation criteria were established: a statistical 

analysis of measures and the performance of measures. These evaluations are described in the following subsections. 

 

5.1 Statistical Evaluation of Similarity Measures 
 

The objective of this analysis is to determine the stability of the similarity measures under a variance criterion. Table 1 shows 

the results of statistical analysis of measures for the 10 sample files generated. 

StatEval It is a measure that allows calculating the error based on the statistical variance of the data. The purpose of this 

calculation is to select the measure of similarity that returns the least error. 

 

As can be seen in figure 4, the similarity measurement that returns the highest results is Cosine similarity. However, it is 

important to evaluate the relative error using a statistical calculation to reliably determine which of the measurements presents 

more stable results. 

 

 

Fig. 4. Graph of the average of all of similarity measures. 
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Table 1. Statistical analysis of similarity measures. 

Similarities  

results 
WuPalmer JCN LCH Lin Path Resnik Cosine 

Sample 1 0.3348 0.2381 0.4735 0.2859 0.2490 0.4006 0.6419 

Sample 2 0.3812 0.2845 0.5706 0.3240 0.2851 0.5081 0.6623 

Sample 3 0.3472 0.2684 0.5146 0.2935 0.2770 0.4198 0.6784 

Sample 4 0.3223 0.2427 0.4487 0.2856 0.2391 0.3791 0.6943 

Sample 5 0.3528 0.2500 0.5373 0.2831 0.2444 0.4181 0.6233 

Sample 6 0.3475 0.2604 0.5235 0.2850 0.2747 0.4438 0.6741 

Sample 7 0.4002 0.2849 0.5726 0.3167 0.2977 0.4765 0.6359 

Sample 8 0.3507 0.2668 0.5223 0.2762 0.2526 0.4300 0.6477 

Sample 9 0.3964 0.2935 0.6077 0.3566 0.2892 0.5170 0.6677 

Sample 10 0.3290 0.2561 0.4641 0.3101 0.2398 0.4272 0.6992 

Mean 0.3562 0.2646 0.5235 0.3017 0.2649 0.4420 0.6625 

Variance 0.0007 0.0003 0.0026 0.0006 0.0005 0.0020 0.0006 

Standard Deviation 0.0273 0.0187 0.0512 0.0251 0.0222 0.0451 0.0251 

Interval 0.0158 0.0108 0.0297 0.0145 0.0129 0.0261 0.0145 

Relative error 4.4491 4.0973 5.6707 4.8177 4.8573 5.9114 2.1936 

 

According with Table 1 results, the most stable similarity measure is the Cosine similarity, followed by the JCN measure 

because they report the smallest relative errors. 

 

5.2 Performance of Measures 
 

For informed decision making it is relevant to use more than one evaluation approach or criteria, so that the same set of 

measurements can be evaluated using the same set of input data. Therefore, one of the evaluations that we consider important is 

that of precision and recall, which we will call performance evaluation, that is, we will verify the certainty of the results it 

produces. 

The evaluation of the performance of measures will be made using the Precision, Recall and F1 measures. Table 2 shows the 

precision of each semantic similarity measure, applied to each sample file. Accordingly, Lin and LCH measures show better 

precision results than the others. Table 3 shows the recall results of each measure. 

Table 2. Precision of similarities for each sample. 

Similarities 

samples 

WuPalmer JCN LCH Lin Path Resnik Cosine 

Sample 1 0.0000 0.0000 0.6000 0.0000 0.0000 1.0000 0.2857 

Sample 2 1.0000 1.0000 0.5385 1.0000 0.0000 0.7500 0.5263 

Sample 3 0.0000 0.0000 0.4167 1.0000 0.0000 0.1667 0.3889 

Sample 4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.5625 

Sample 5 0.0000 0.0000 0.3750 0.0000 0.0000 0.0000 0.3846 

Sample 6 1.0000 0.0000 0.2500 0.0000 0.0000 0.0000 0.2778 

Sample 7 0.0000 0.0000 0.1538 0.0000 0.0000 0.1429 0.1667 

Sample 8 0.5000 0.0000 0.5000 1.0000 0.0000 0.6667 0.4000 

Sample 9 0.6667 1.0000 0.6154 1.0000 1.0000 0.3000 0.4211 

Sample 10 1.0000 0.0000 0.8333 1.0000 0.0000 0.7500 0.5500 

Mean 0.4167 0.2000 0.4283 0.5000 0.1000 0.3776 0.3964 
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Table 3. Recall of similarities for each sample. 

Similarities 

samples 

WuPalmer JCN LCH Lin Path Resnik Cosine 

Sample 1 0.0000 0.0000 0.6000 0.0000 0.0000 0.2000 0.8000 

Sample 2 0.0909 0.0909 0.6364 0.0909 0.0000 0.5455 0.9091 

Sample 3 0.0000 0.0000 0.5556 0.1111 0.0000 0.1111 0.7778 

Sample 4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.0000 

Sample 5 0.0000 0.0000 0.4286 0.0000 0.0000 0.0000 0.7143 

Sample 6 0.4000 0.0000 0.4000 0.0000 0.0000 0.0000 1.0000 

Sample 7 0.0000 0.0000 1.0000 0.0000 0.0000 0.3333 1.0000 

Sample 8 0.1250 0.0000 0.3750 0.1250 0.0000 0.2500 1.0000 

Sample 9 0.0000 0.1250 1.0000 0.1250 0.1250 0.3750 0.7143 

Sample 10 0.0909 0.0000 0.4545 0.0909 0.0000 0.2727 1.0000 

Mean 0.0707 0.0216 0.5450 0.0543 0.0125 0.2088 0.8915 

 

As the results of similarity calculations showed that there are many dissimilarities between CSO concepts and titles, then a 

measure that balances precision and recall is necessary. The F1 score is the harmonic mean of the precision and recall scores. 

The F1 measure penalizes classifiers with unbalanced precision and recall scores. F1 score is calculated as follows: 

 

F1 Score = 2 * (Precision * Recall) / (Precision + Recall) 

 

Table 4 and Figure 5 show that the measures with the best F1 scores are LCH and Cosine similarities. 

Table 4. F1 score of similarity measures. 

Similarities 

samples 

WuPalmer JCN LCH Lin Path Resnik Cosine 

Sample 1 0.0000 0.0000 0.6000 0.0000 0.0000 0.3333 0.4211 

Sample 2 0.1667 0.1667 0.5833 0.1667 0.0000 0.6316 0.6667 

Sample 3 0.0000 0.0000 0.4762 0.2000 0.0000 0.1333 0.5185 

Sample 4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.7200 

Sample 5 0.0000 0.0000 0.4000 0.0000 0.0000 0.0000 0.5000 

Sample 6 0.5714 0.0000 0.3077 0.0000 0.0000 0.0000 0.4348 

Sample 7 0.0000 0.0000 0.2667 0.0000 0.0000 0.2000 0.2857 

Sample 8 0.2000 0.0000 0.4286 0.2222 0.0000 0.3636 0.5714 

Sample 9 0.0000 0.2222 0.7619 0.2222 0.2222 0.3333 0.5298 

Sample 10 0.1667 0.0000 0.5882 0.1667 0.0000 0.4000 0.7097 

Mean 0.1105 0.0389 0.4413 0.0978 0.0222 0.2395 0.5358 

 

 

In Figure 5 we can see that the Cosine similarity measure is the one that obtains the best results in relation to the F1 score. 
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Fig. 5. F1 scores of all similarity measures. 

 

5.3 Overall Evaluation of Measures 
 

The overall evaluation is calculated as a weighed mean of the measure F1 and the measure of exploratory analysis. However, 

the two measurements have a reverse direction. The measure F1, the higher the value is returned, the better, while the result of 

the exploratory analysis, the lower the value, the better. Therefore, the calculation of the average includes the inverse value of 

the exploratory analysis. 

 

Where: 

F1 is the harmonic mean of precision and recall measures. 

StatEval is the relative error of the measures. 

 represent the weights.  

Table 5. Precision and recall of similarity measures. 

 WuPalmer JCN LCH Lin Path Resnik Cosine 

Exploratory 

statistical 
4.4491 4.0973 5.6707 4.8177 4.8573 5.9114 2.1936 

F1 Measure 0.1105 0.0389 0.4413 0.0978 0.0222 0.2395 0.5358 

Overall 

evaluation 
0.1562 0.1210 0.3353 0.1417 0.0957 0.2114 0.5038 

 

Table 5 shows that the best measure is the Cosine similarity, considering the exploratory statistical analysis and the F1 measure.  

It is pertinent to clarify that the similarity of the cosine is a different measurement from the other 6 based on WorNet, the first 6 

measurements are considered of the Information Content type and are supported by the use of the WordNet dictionary and its 

semantic relationships to determine the similarity, while cosine similarity is not considered semantic.  

 

This result is interesting, since it could be assumed that information-based measures should return better results than a similarity 

that has a lexical basis. Additionally, any of the measurements that use WordNet take more resources to calculate, while the 

Cosine is much lighter. 
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6 Conclusions 
 

There are multiple machine learning tasks that eventually require the execution of similarity measurements. Also considering 

that there are various measurement approaches and multiple similarity measurements that can be applied to short texts. 

 

This article reports a method to decide which measure of similarity is better with respect to the problem of calculating distances 

between short texts. This method is especially effective because it reduces the size of the calculations for large amounts of text 

and allows by means of a sampling to determine the measure of similarity that will offer the best results on the complete set. 

 

The use of an evaluation measure based only on precision and recall does not allow to determine if a similarity measure will 

result in statistical errors regarding the data being used. Instead, in this paper a combined evaluation method is reported, 

providing a more adequate reference to decide about the most reliable similarity measure for the given collection of data. 
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