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Abstract. Adaptability, learning capabilities, and space-

energy efficient hardware are required in robotic 

architectures, which must deal with changing dynamic 

environments. Nowadays, learning algorithms are 

implemented in Von Neumann Architectures, which 

separate storage from processing units, making them not 

appropriate for artificial neural networks (ANN), resulting 

in inefficient implementations. This writing presents a 

neural architecture proposal designed to implement a 

control loop in a mobile wheeled under-actuated inverted 

pendulum system, using spiking neural networks, linear 

quadratic regulator control technique, and a neural 

framework that allows us to define the neuron ensembles 

specification to represent specific control signals. The 

intention is to study how typical control theory algorithms 

can be translated into neural structures, aiming for 

neuromorphic implementation. 

 

Keywords: Robotics, Neural Networks, Spiking Neural 

Networks, Machine Learning, Neurorobotics, 

Neurocomputing. 

Article Info 
Received March 24, 2022 

Accepted August 12, 2022 

 

1 Introduction 

 
4.0 Industry has brought a massive proliferation in the usage of sensors and data acquisition devices for 

monitoring and analysis purposes, leading to an overpass of data recollection. This challenges current 

computation and storage capacities to provide Big Data process techniques and solutions for intelligent decision 

making. New analysis and processing techniques, such as artificial neural networks, have proven to be very 

useful in online learning scenarios [1].  

 

Spiking neural networks (SNN), also known as artificial third-generation neural networks, intend to emulate 

physical, chemical, and biological mechanisms that enable computation and Hebbian learning ocurring in 

biological living systems. These models have optimal characteristics for hardware implementation [1,2] as it 

promises huge parallel computing capacity, in addition to low energetic usage, setting a path towards online 

learning platforms implementation with size and power restriction applications, such as robotics. 

 

Neurorobotics [3,4] is a discipline that takes as a challenge to design control mechanisms, hardware, and 

implementation techniques for robotic applications, which must learn to adapt their behavior to changes in 

themselves or the environment dynamics. This situation can be seen in biological systems with growing limbs, 

holding a heavy object, alien to its composition, or perhaps aging, which modifies friction in the arm or leg 

joints. 
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Due to its analog nature,  there is a lack of ease-of-access platforms for neuromorphic computation. At [31],  

the authors propose hardware architectures, including neurons and memristors, and how these components can 

be interconnected as an array scheme to achieve large-scale spiking systems using synaptic time-dependant 

plasticity (STDP). Multiple research architectures proposals have emerged from this article, both analog and 

digital. At [32], a synaptic array of 4096 memristive devices is proposed. A memristor analog crossbar circuit 

is used to emulate a single layer perception for the MNIST image classification. In the analog domain, digital 

efforts such as Loihi [15] or Spinnaker AI hardware accelerators have been created in private research 

initiatives. As the industry focuses on typical von Neumann Architectures, these platforms are not widely 

available for acquisition or commercialization.   

 

However, simulation platforms allow academic researchers to design and study neural structures. The Human 

Brain Project [5] is an organization of researchers who have created a neurorobotics platform [6] that connects 

a simulated brain to a simulated or physical body, allowing researchers to explore how to control movement, 

stimuli reaction, and learning from a virtual or natural environment. Another platform primarily focused on 

SNN implementation is called Nengo [7-9], a tool that allows to build and design SNNs architectures. The user 

can define neural models, its own learning rules, optimization methods, reuse of subnetworks, and data input, 

and even has libraries for exporting these models to neuromorphic hardware or FPGA implementations.   

 

A small tour in neurorobotics literature points towards the implementation of primitive tasks. In [10], an 

adaptive control method proposed in [11] is used, allowing them to control a three-link arm in simulation, using 

a spiking neural network structure designed to estimate the inverse jacobian dynamics. Here, the authors name 

part of their proposed neural network as a biological name part in order to match specific tasks made by 

biological brains. In [12], control of a simulated robotic arm, without path planning, is achieved using SNNs 

and motor primitives. In [13], a biologically inspired spiking neural network (SNN) for soft-grasping to control 

a robotic hand, used for robots interacting with objects shaped for humans, is presented. For the last example, 

in [14], a hardware adaptive control implementation of a Kinova Jaco robotic arm using the Loihi platform [15] 

is shown. These three examples have something in common; these are complete actuated systems. 

 

In this work, an implementation of a linear quadratic regulator (LQR) control strategy using SNN is presented 

as an introductory example of how SNNs structures can be used to process control signals, specifically,  for 

under-actuated systems, in order to show which obstacles must be tackled in order to perform precise control 

signal representation. The Mobile Wheeled Inverted Pendulum (MWIP) is an easily controllable system for a 

human with a bit of practice but a challenge in control theory. Although some of these under-actuated systems 

show controllability under linearization around a certain equilibrium point, the control tasks entitle arbitrary 

output reference trajectory tracking, taking the system state away from the equilibrium point, thus overcoming 

a traditional obstacle to linearization-based control of nonlinear systems [16] 

 

The structure of the article is described next. Section 2 illustrates the robotic MWIP plant, a typical control loop 

strategy (LQR) used for stabilization, and its implementation using a neural modeling approach. Section 3 

describes simulation parameters, configurations, and results. Section 4 boards conclusion and future work.   

 

2 Materials and Methods 
 

Up next, the control problem is described. First, the model dynamics and a typical control algorithm for the 

system are presented. Then, to construct a matching SNN, neuron models, encoding/decoding process from the 

continuous to the spiking domain, and a framework that allows us to interconnect a group of neurons to represent 

our closed control loop signals is summarized. 

 

2.1 Dynamic model of the plant 

 
Figure 1 shows the graphical representation of the MWIP (Mobile Wheeled Inverted Pendulum). Here, 

xw, yware the wheel coordinates, 𝑥𝑏 , 𝑦𝑏  are the mass center coordinates of the bar, α is the plane's angle 

inclination, 𝑚𝑏 , 𝑚𝑤 stand for the bar and the wheel's mass, respectively, 𝐼𝑏 , 𝐼𝑤 are the moments of inertia from 

the bar and the wheel, L is the bar's length, r is the radius of the wheel, and  𝜃𝑤 , 𝜃𝑏  are the states of the system, 

which stand for the rotation's angle of the wheel, and the bar's inclination, respectively.  
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Fig. 1 2D MWIP model, extracted from [17]. 

 

The robotic system corresponds to a second-order underactuated system [18]. Starting from the modeling 

dynamics using Euler - Lagrange technique in  [17], lead to a system with the following depiction: 

 

M(q)q̈ + C(q, q̇)q̇ + g(q) = Bu       (1) 

     

where M(⋅) is the inertia matrix, C(⋅) groups the Coriolis terms,  g(⋅) gravity forces and control terms, and B 

illustrates how a control signal u is fed to the system. For a surface without inclination,  α = 0, Equation (1) is 

extended as: 

 

(
(mb + mw)r2 + Iw mbLr cos(θb) 

mbLr cos(θb) mbL
2 + Ib 

) (
θẅ

θb̈

) + (0 −mbLrθḃ sin(θb)

0 0
)(

θẇ

θḃ

) + (
0

−mbgL sin(θb)
) = (

1
−1

)u  (2) 

 

At Equation (2), B = [1,−1]T due to the control torque u is equivalent but in opposite direction, as the motor 

is mounted at the shaft of the wheel, also connected to the bar. In order to obtain the accelerations of the system, 

we rewrite equation (2) as: 

 

q̈ = M(q)−1[(Bu −  C(q , q̇)q − g(q)]    (3) 

 

Both second order differential equations can be represented in four first-order equations, rewriting the system 

in a space state manner, by setting x = [x1, x2, x3, x4] = [θw, θẇ, θb, θḃ]. The system can be linearized in its 

equilibrium states θb = θẇ = θḃ = 0, which is equivalent to a pendulum in an upright position. Therefore, the 

linealized system results in the form ẋ = Ax + Bu: 

 

A =  

[
 
 
 
 
 
0 1 0 0

0 0
−gL2mb

2r

z
0

0 0 0 1

0 0 −
gLmb

2r2 + gLmwmbr
2 + IwgLmb

z
0]
 
 
 
 
 

B =  

[
 
 
 
 
 

0
mbL

2 − mbrL + Ib 

z
0

−
Iw + mbr

2 + mwr2 − Lmbr

z ]
 
 
 
 
 

 

 

With:  

z = IbIw + IwL2mb + Ibmbr
2 + Ibmwr2 + L2mbmwr2 

 

It can be easily shown that the system is fully controllable and observable. 

 

 

 



Juárez-Lora et al.  / International Journal of Combinatorial Optimization Problems and Informatics, 13(4) 2022, 36-46. 

39 

 

2.2 Linear Quadratic Regulator 

 
Given a desired state vector 𝑥𝑑, a control law 𝑢 = −𝐾_𝑟 (𝑥 − 𝑥_𝑑) is proposed to achieve a stabilization task. 

Here, 𝐾𝑟  can be chosen to move the closed-loop eigenvalues of the system as far as desired on the left half of 

the complex plane. The Linear Quadratic Regulator [19] (LQR hereinafter) consists in to deliver  full state 

feedback control law  method that minimizes the following cost function: 

 

       J(t) = (∫ (x − xd)
T∞

0
Q(x − xd) + uTRu)dt    (4) 

 

Equation (4) balances the energetic cost of an effective state regulation, which is intended to be low, and a 

quicker control response, which is intended to be fast. These objectives are regulated by Q = QT ≥ 0 and R =
RT ≥ 0 respectively, and they can be selected as wished to prioritize control objectives. As bigger is Q, it will 

move the system to the desired vector state as soon as possible, this is, closed loop poles would be as far as 

desired in the left plane, and vice versa. As big as R might be, lower control signals will be priority, while J =
lim
t→∞

x(t) = 0. As J(⋅) is a quadratic function, there exists an analytic solution for control weights in Kr given 

by: 

 Kr = R−1BP      (5) 

 

Where P is the Ricatti's algebraic equation solution: 

 

 PA + APT − PBR−1BTP + Q = 0    (6) 

  

In order to solve equation (6) there are several software implemented methods [20,21], which start from a 

known A, B for a ẍ = f(q, q̇, u) system dynamics.  

 

2.3 Neural network Modelling 

 
Diverse models of neuron dynamics are available in the literature, from Hodgin & Huxley model [25], which 

is biologically plausible but has a higher computational cost of implementation, to simpler yet useful models 

such as Leaky Integrate and Fire (LIF), based on a simple equivalence between an RC circuit and membrane’s 

voltage [25]. For the instant the switch closes, an input voltage is converted to an input current I_syn by the 

membrane’s resistance 𝑅𝑚and fed into a membrane’s capacitance 𝐶𝑚,  which will integrate its voltage 𝑉𝑚 as: 

 

RmCm
dVm

dt
= EL − Vm + RmIsyn    (7) 

 

The membrane’s voltage accumulates up to a certain threshold value 𝑣𝑡ℎ. Then, the neuron quickly depolarizes,  

𝑉𝑚 = 0, and a spike is produced. For a given 𝐼𝑠𝑦𝑛 value, the neuron will spike at a different frequency. An input 

signal x(t), bounded from a minimum 𝑥min to a maximum value 𝑥max, defines the amount of current to be 

provided. This process is called Encoding. Rate-based encoding algorithms interpolate [𝑥min,𝑥𝑚𝑎𝑥] with a 

minimium and maximum spike frequency [𝑓min,𝑓𝑚𝑎𝑥]  of one neuron [25]. However, other encoding methods, 

such as population encoding [27], consider n neurons in a group, called ensemble, to encode x(t) into the spike 

domain. Each neuron from the ensemble will be fed in such a way that the input signal domain is equally divided 

between the 𝑛 neurons. This is called spike-based sparse coding, and it can be seen in Figure 2. More neurons 

imply better signal processing, as the signal domain is divided between more neurons. The resulting network 

structure approximates the original input signal according to neural heterogeneity, stochasticity, and 

connectivity, which affect its performance [26].   

 

In order to design and implement the neural network, the principles developed in Neural Engineering 

Framework (NEF) [27,28] are used. NEF can be seen as a 'neural compiler' that guarantees an optimal 

approximation of the defined dynamic equations by the user-defined ensembles. For a given set of signals x(t) ∈
ℝq, representing the plant’s space state vector of dimension 𝑞, an ensemble of 𝑛 neurons will encode these 

signals into the spike domain, and then these spikes are used to reconstruct the original signal. This can be seen 
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in Figure 3. The synaptic weights W ∈ ℝnxn matrix are composed as  W = EDf, where E = [eI, … , en]
T ∈ ℝn×q 

is an encoding matrix  and Df = [d1, … , dn]
T ∈ ℝq×n a decoder matrix. 

 

 
Fig. 2 Spike-based sparse coding. A reconstruction of the signal is obtained from combining filtered spike 

trains together, and spikes are timed to make the reconstruction accurate. Extracted from [26] 

 

 
Fig. 3 Neural Engineering Framework: n neurons represent q signals. Synapses then are tuned to properly 

represent an input signal.  Extracted from [7] 

 

The neurons will produce spikes which will modify the weights. The spikes are produced by feeding a current 

input Isyn to each neuron defined by: 

 

Isyn(t) = αi < ei, x(t) > +βi 

ai(t) = G[Isyn]       (8) 

 

Here αi > 0 are gains, eI can be seen as the vector value for which the neuron responds with the highest 

frequency of spikes [30], and is set to be ||ei||2 = 1,  βi(i = 1,2, … , n) are biases in order to distribute the 

signal’s domain. Equation (7) defines a high-dimensional nonlinear projection of x(t), by taking its dot product 

with an encoding matrix E and injecting the result as current into n neurons. G[⋅] represents the neuron 

dynamics, which describe how spikes are produced for a given input current. In this article, we consider the LIF 

model from Eq. (7), but other neuron models with fixed 𝑣𝑡ℎ  are usable with NEF[7]. Ensembles are connected 

through synwhich values must be found to represent the desired signals properly. Spiking activity would 

perform modifications on Df selected to reconstruct the original signal x̂(t) from the spiking activity. This can 

be accomplished by the implementation of learning rules, such as the Bernerstone-Cooper-Monroe (BCM 

henceforth) theory [23,24], which describes how synaptic plasticity on cortical neurons is stabilized by the 

average postsynaptic activity, or Synaptic Time-Dependant Plasticity (STDP), which sets the change of the 

synapse value as a function of the pre and postsynaptic spikes [31]. The reconstruction of the signal is performed 

as: 

 

x̂(t) = (x ∗ h)(t) ≈ ∑ (ai ∗ h)(t)N
i=1 di    (9) 

 

Where * stands for convolution operation of the spikes with h(t) modeling a synapse conductance as a a low-

pass function with time constant τ: 

h(t) =
1

τ
e

−t

τ        (10) 
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As, ideally  x(t) = x̂(t),  synaptic weights can be found as as a least squares optimization problem, under the 

assumption of knowing the corresponding spiking activity: 

 

Df = argminD∈Rq× n∫ ‖f(Isyn) − ∑ (ri(v) +  η)di
n
{i=1} ‖

2

2
dv  (11) 

 

Where η is white gaussian noise with a variance σ2, and  ri(v)  replaces neural activity triggered by an input 

signal  as an average firing rate of the i − th neuron for a given input Isyn(x(t)), modeled as: 

 

ri(v) = lim
t→∞

1

t
∫ ait

′dt′
t

0
     (12) 

 

Eq. (12) demands a priori simulation of the spiking activity to obtain the firing rate of each neuron and, 

subsequently, the average firing rate of the ensemble. However, solving the LIF differential equation (8) with 

initial condition parameters allows us to get a function relating current with spike frequency, which can be used 

to obtain the frequency response of a neuron, and then obtain the average of the ensemble for a given input [33]  

 

3 Experimental results 
 

In this section, a description of the proposed network structure is described, and how was implemented in the 

specialized software tool. Then, the parameters of the MWIP and the control task are detailed. 

 

3.1 Spiking neural network proposal 

 

 
Fig. 4 SNN structure proposed for the control simulation, implemented on Nengo  

 
Figure 4 shows the implemented SNN using the simulation software Nengo [22], which provides libraries for 

defining and connecting ensembles, learning rules, and synaptic activity. The software allows the designer to 

modify each ensemble radii to define the represented function domain. Each signal representing a space state 

variable of our control loop would be encoded/decoded by a neuron ensemble, whose radius would be 

determined by the signal’s minimum and maximum values. In practice, these are limited by the robot’s capacity, 

as its motor has a maximum angular velocity and acceleration. By default, this radius is set between [-1,1]. 

However, the user can redefine it to fit the actual signal domain from the state space. Next, each of the elements 

of the proposed structure is described in Table 1. The neurons in this structure are based on the LIF model, with 

the parameters implemented in the library [9]. Aditionally, two python3 (v3.8) scripts, using Numpy (v1.20) 

where embebbed on the Nengo (v3.1) simulation: 

 

• Reference: A small function which return the desired vector state xd  

• MWIP Animation: Node used for MWIP simulation, with one control input (u) and four outputs  

(θw, θẇ, θb, θḃ) 
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Table 1. Neuron ensembles of the proposed structure. 

 

Ensemble of neurons 

 

Description Number of 

neurons 

Radius 

Cerebellum This ensemble will encode the state vector 

from de MWIP. Called like this in a similar 

fashion as  [10] 

1000 × 4 (−10,10)rad

s
 

Error  For encoding the difference between actual 

and reference vector state 

100 × 4 ( −π, π) rad 

Control U  Neuron ensemble which represents the 

control signal for each state variable. 
1000 × 4 (-350, 350)N/m 

    

Total of neurons  8400  

 

Algorithm 1. SNN Control Loop simulation process 

 

Algorithm 1: SNN Control Loop 

Data: x_initial, x_desired, Kr, timeline, dt 

Result: x_historial, u_historial 

x ← x_initial 
E ← Matrix[q, n](random) 

𝐷𝑓 ← Matrix[n, q](Equation 11) 

For t in timeline: 

Error_spikes = Encode(x(t) – x_desired(t)) 

Error = Decode(Error_spikes) 

u_spikes = Encode(-𝐾𝑟 × 𝐸𝑟𝑟𝑜𝑟) 

u = Decode(u_spikes) 

�̇� = 𝐴𝑥(𝑡) + 𝐵𝑢 

𝑥(𝑡 + 1) = 𝑥(𝑡) + 𝑥 ̇ )(𝑑𝑡) 

x_historial.append(x(t)) 

u_historial.append(u(t)) 

end For 

 

In summarizing,  the synaptic weights are obtained on the initialization, using the NEF optimization described 

in section 2. Each space state signal would be encoded into spikes to be processed by the net, returning the 

pertinent decoded control signal. The implemented execution algorithm is shown in Algorithm 1. 

 

3.2 Simulation Scenario 
 

In order to evaluate the architecture performance, the MWIP starts from an initial state xinitial = [4,0,0.1,0], 
with a desired vector state xd = [6,0,0,0]. Table 2 shows the MWIP model parameters used and g = 9.81m/s2. 

For the control loop, u = −K(x − xd), setting Q =  I and R =  0.001, the matrix 𝐾𝑟  =
 [−100,−323.3434, −542.0927, −541.08], using the described methods in [20,21]. The simulation period has 

a duration of t =  20s using euler integration with a timestep of 0.1ms. 
 

Table 2. MWIP model parameters used for simulation 

 

Parameter mb mw L r Iw Ib 

Value 
1[kg] 2[kg] 1.2[m] 0.25[m] 

10 [
N

m
] 10 [

N

m
] 

 

Figure 5a) shows the generated tuning curve for one of the ensembles used in this architecture. 5b) shows the 

reconstructed signal and 5c) the current neural activity 
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Fig. 5  a) Tuning curve for ensemble error q0, described at Table (1) b) Represented output value c) Spiking 

activity of 10 neurons  from 1000 neurons available in the ensemble, elaborated with Nengo simulated 

software 

 

Figure 6 shows the MWIP space state evolution, where the initial values successfully evolve towards the desired 

vector state, with a smooth transition and finishing with a relatively small error. Due to spike-based sparse 

coding, the control signal is stochastic and noisy (Comparing Fig 6 and Fig.7), But it successfully achieves the 

control task. 

 

3.3 Varying the desired position 
 

Synaptic weights were optimized to represent the signal’s domain based on the ensemble radius described in 

Table 1, providing the appropriate stimuli for each ensemble and allowing the network to perform correctly for 

bounded error and control signals. However, as the difference between the MWIP’s initial condition 𝑥 and the 

desired position 𝑥𝑑 increases, the corresponding error and control signals go beyond the encodable domain. In 

order to test how far the system can go, 100 simulations of 10 seconds each are performed with the same 

parameters as before, except for 𝑥𝑑 = [𝜃𝑤
𝑑 , 0,0,0], in which the desired angular position of the wheel value 𝜃𝑤

𝑑  

varies from 2 to 7 radians. MWIP initial state remains as 𝑥𝑖𝑛𝑖𝑡𝑖𝑎𝑙 = [4,0,0.1,0], represented as a red dotted 

vertical line in Fig. 8, which shows the Root Mean Squared value of steady-state error at 𝑡 = 10𝑠: 

𝑅𝑀𝑆 =  √∑(𝑥𝑑 − 𝑥)2      (13) 

Here we can observe an inner region where error tends to almost zero values, which means that for this desired 

state range, all the error and control signals were encodable, and the MWIP could reach the desired state.  

Outside this region, as the desired state goes further, error and control signals are out of the set radii, and the 

ensembles cannot encode and decode these signals properly, leading to divergence. 

 

4 Conclusions and Directions for Further Research 
 

This article uses plausible neurological models to assemble a neural structure that can perform control regulation 

tasks over a robotic underactuated system. Control theory meets neuroscience, as neural architectures are 

designed by allocating resources to specific requirements in a control loop algorithm, signal representation and 

state estimation. It is shown that a correct radius specification for each ensemble reflects on the precision of its 

output control signal. Nonetheless, the produced output control signal for the robotic system has a stochastic 

noisy nature, similar to output control strategies such as sliding modes [17].  While noise added by the neural 

dynamics might be problematic, it adds a small value, avoiding singular matrices during the encoding and 

decoding process used in NEF [7]. This also might be beneficial to avoid an overfitting case, and foster a quick 

update in synapses. We consider this work leads to possible future research, like a Kalman filter implementation 

in SNN networks for signal cleaning, or online dynamics estimation of the plant in order to compute the control 

signal, exploring other control techniques such as ADRC [29] for unknown plant dynamics and possible 

neuromorphic implementation in FPGA or ASIC devices.  

 

 

 

 

 

a) 

b) 

a) b) c) 
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Fig. 6. Evolution of the Vector State a) simple control loop simulation without SNN. b) using the proposed 

SNN structure 

 

 
Fig. 7. Evolution of control signal for each state. A) simple control loop simulation without SNN. b) simulating 

the proposed SNN structure  

 

 

Fig. 8 Resulting RMS value, varying the desired state from a fixed initial state between 100 iterations.  
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6 Data Avilability 
 

The name of the repository and accession number can be found below: Github 

https://github.com/AlejandroJuarezLora/IJCOPI.git. 
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