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Abstract. In this paper the Pareto optimization of the Heterogeneous Computing Scheduling Multi-Objective 

Problem (HCSMOP) is approached. The goal is to minimize two objectives which are in conflict: the overall 

completion time (makespan) and the energy consumed. In the revised literature, there are no reported exact 

algorithms which solve the HCSMOP. In this work, we propose a Branch and Bound algorithm to solve the problem 

and it is used to find the optimal Pareto front of a set of instances of the literature. This set is the first available 

benchmark to assess the performance of multiobjective algorithms with quality metrics that requires known the 

optimal front of the instances. 
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1 Introduction 

 
The Heterogeneous Computing Systems are conformed by an interconnection of diverse resources, such as processors or 

machines, with the aim to provide a high computing power. These systems are used in a wide range of research areas to solve 

complex problems which require a high computing power. However, in these systems the economic cost and the heat generated 

increases while more energy is used to compute a set of tasks. For example, The data centers in United States of America in 2014 

consumed an estimated of 70 billion kWh, representing about 1.8% of total United States of America electricity consumption [1]. 

 

In this paper, we approach the Heterogeneous Computing Scheduling Multi-Objective Problem (HCSMOP) with independent 

tasks. It consists in minimizing the total completion time (makespan) [2], and the total energy consumed [3]. Both objectives are 

in conflict because if the energy consumption is reduced a slower processors performance is used and higher computing times 

are required for the tasks, and vice versa; to reduce the makespan, it requires to increase the energy applied. The mono objective 

version of this problem and their variants have been widely approached with diverse metaheuristics [4 – 10], and also by 

intelligent systems [11]. To solve the HCSMOP we propose an exact algorithm, the Branch and Bound (B&B) because there have 

been no reported exact solution methods for the multi-objective version of this problem. Also, multi-objective problems are rarely 

tackled by exact methods [12]. A benchmark with unknown optimal Pareto front (PF) was chosen to evaluate the proposed 

algorithm [13, 14]. The main contributions in this work are: a multi-objective B&B algorithm based on Pareto dominance and 

the the first available benchmark for HCSMOP that include the optimal front of the instances. 
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The paper is organized as follows. Section 2 describes the HCSMOP formulation, the problem representation, and the solution 

presentation. Multi-objective optimization concepts and background are found in Section 3. Section 4 describes the main 

functions of the proposed B&B algorithm. The experiment, the benchmark and the results are shown in Section 5. Finally, in 

Section 6 the conclusions and future works are presented. 

  

 

 

2 Problem description 

 
In this section the makespan and energy model are described. The problem representation is presented in Section 1.1. In Section 

1.2 the solution representation is detailed. 

 

HCSMOP consists in searching the best allocation of a set of task in several machines, in such way that makespan and energy 

consumed are minimal [2]. The machines are Dynamic Voltage and Frequency Scaling (DVFS) enable [3], heterogeneous, and 

the tasks are independent. 

 

To model HCSMOP, let a set of tasks 𝑇 =  {𝑡1, 𝑡2, … , 𝑡𝑛}, a set of heterogeneous machines 𝑀 = {𝑚1, 𝑚2, … , 𝑚𝑘}, and the 

execution times of each tasks in each machine 𝑃𝑖,𝑗 =  {𝑝1,1, 𝑝1,2, … , 𝑝𝑛,𝑘}. Since the machines uses DVFS technology, for each 

machine 𝑚𝑘 there are different levels of configuration of voltage with an associated relative speed. If the maximum voltage is 

applied, then the speed associated to the machine is 1. When a lesser voltage is applied, then the associated speed decreases; e.g., 

for 80% of voltage consumption the speed of the computer might work at 0.8 (80% of the normal speed). The relative execution 

time Pi,j
′  computed as: 

𝑃𝑖,𝑗
′   =

𝑃𝑖,𝑗

𝑠𝑝𝑒𝑒𝑑
 . 

(1) 

The energy model is derived from the energy consumption Complementary Metal-Oxide Semiconductor (CMOS) [15]. 

Therefore, the energy consumption is given by 

𝐸𝑐 = ∑ 𝑉𝑙,𝑖
2 𝑃𝑖,𝑗

′𝑛
𝑖=0  ∀𝑗 ∈ 𝑀 . (2) 

where 𝑙 is the index of the selected configuration in a machine with a voltage 𝑉𝑖.  

 

The makespan is the required time for the completion of all the tasks and it is given by equation (3). 

𝑀𝐴𝑋𝑗=1
𝑘 {∑ 𝑃′𝑖,𝑗  ∀ 𝑡𝑖 ∈  𝑚𝑗} . (3) 

The objective functions to minimize are given by equations (2) and (3).  

 
1.1 Problem representation 

 
In this problem, 𝑃𝑖,𝑗 are given as show in Table 1. Where the first column is the number of the task, the second, third, and fourth 

columns are the execution times of the task in each machine. 

 
Table 1. Sample of processing times. 

Task 𝑀0 𝑀1 𝑀2 

0 15 14 12 
1 12 10 7 
2 10 15 11 

3 9 18 12 

4 13 9 15 
5 7 12 9 
6 14 11 15 
7 10 18 15 
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The DVFS configurations are given as in Table 2. The first column is the level (l) of the configuration. The next columns contain 

the voltage (𝑣) and the frequency (𝑓) configuration for each machine. Notice that not all the machines have the same number of 

configurations. 

Table 2. DVFS configurations for three machines [8]. 

𝑙 
𝑀0 𝑀1 𝑀2 

𝑣 𝑓 𝑣 𝑓 𝑣 𝑓 

0 1.75 1.00 1.50 1.00 2.20 1.00 
1 1.40 0.80 1.40 0.90 1.90 0.85 
2 1.20 0.60 1.30 0.80 1.60 0.65 
3 0.90 0.40 1.20 0.70 1.30 0.50 
4 - - 1.10 0.60 1.00 0.35 
5 - - 1.00 0.50 - - 
6 - - 0.90 0.40 - - 

 

Also, the Table 2 is represented by two matrixes, one contains the voltages and the other the frequencies. If the instance has more 

machines then a round-robin is applied, that means, the configurations of the first machine are copied to the fourth machine, the 

configurations of the second machine are copied to the fifth machine, and so on. 

 

The Table 3 is a mapping of the levels configuration of the machines in Table 2. The first column is the mapping number, the 

second column is the corresponding machine, and the third column is the level configuration of the machine. For example, the 

mapping 1 is 𝑀0 with 𝑙 = 1, which implies that a voltage of 1.40 and a frequency of 0.80 is applied.  

Table 3. Mapping configurations for three machines. 

Mapping 𝑀 𝑙 

0 0 0 
1 0 1 
2 0 2 
3 0 3 
4 1 0 
5 1 1 
6 1 2 
7 1 3 
8 1 4 
9 1 5 

10 1 6 
11 2 0 
12 2 1 
13 2 2 
14 2 3 
15 2 4 

 
With this mapping, we have a value which indicates the machine and the configuration to execute a task. Therefore, the range of 

the variables in the solution representation is the number of mappings.  

 

1.2 Solution representation 

 
The solution representation is an array of length n, where the first position corresponds to the first task, the second position to the 

second tasks, and so on. Each position contains the mapping indicating the machine and the configuration assigned to execute a 

task. Table 4 shows an example with eight tasks and the mappings from Table 3.  

Table 4. Solution representation with eight tasks and 16 configurations. 

𝑇0 𝑇1 𝑇2 𝑇3 𝑇4 𝑇5 𝑇6 𝑇7 

0 4 7 0 3 13 2 11 
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From Table 4, 𝑇0 uses the mapping 0 which means that it is executed in 𝑀0 with 𝑙 = 0 (level configuration 0 of Machine 0 is a 

voltage of 1.75  and a frequency of 1.00), 𝑇1 uses the mapping 4 which indicates that it is executed in 𝑀1 with 𝑙 = 0, 𝑇2 with the 

mapping 7 it is executed in 𝑀1 with 𝑙 = 3, and so on until all the tasks are allocated. This structure is used in the Branch and 

Bound algorithm. 

 

3 Multi-objective optimization 

 
The Pareto dominance and the basic concepts of multi-objective optimization are presented in this section [16, 17]. 

 

Definition 1. Multi-objective Optimization Problem (MOP): Given a function vector 𝑓(�⃗�) = [𝑓1(�⃗�), 𝑓2(�⃗�), … , 𝑓𝑘(�⃗�)] and a 

feasible space solutions 𝛺, a MOP consists on finding a vector �⃗� ∈ 𝛺 such that the vector function 𝑓(�⃗�) is optimized. 

 

Definition 2. Pareto dominance: A vector �⃗� dominates �⃗�′ (denoted by �⃗� ≺ �⃗�′) if 𝑓𝑖(�⃗�) ≤ 𝑓𝑖(�⃗�′) for all 𝑖 in 𝑓 and there exist at 

least one 𝑖 such that  𝑓𝑖(�⃗�) < 𝑓𝑖(�⃗�′). 

 

Definition 3. Pareto optimum: A vector �⃗�∗ is a Pareto optimum if does not exist any  �⃗� ∈ 𝛺 such that �⃗� ≺ �⃗�∗. 

 

Definition 4. Optimum Pareto set: Given a MOP, the optimum Pareto set is defined as 𝑃∗ = {x⃗⃗∗ ∈ Ω}. 

 

Definition 5. Pareto front. Given a MOP and an optimum Pareto set 𝑃∗, the Pareto front is defined as 𝑃𝐹 = {𝑓(�⃗�)|�⃗� ∈ 𝑃∗}. 

  

4 Branch and bound algorithm 

 
In this section the Multi-Objective B&B algorithm is described. In Section 4.1 the search tree and nodes are described. The lower 

bound and upper bound are presented in Section 4.2. The branching and pruning functions are explained in Section 4.3. The main 

functions of the B&B algorithm are detailed in Section 4.4. We adapt the algorithm from [18] to multi-objective optimization to 

solve the HCSMOP. 

 
The B&B algorithm is widely used to solve combinatorial optimization problems because it allows reducing considerably the 

computation time needed to explore all the solution space. The B&B represents the solution space as a tree. The construction and 

exploration of the tree is done by the branching, bounding, selection, and pruning operators. The branching operator is responsible 

for the enumeration of all the solutions which will be evaluated. The selection operator chose the branch to explore. The pruning 

operator eliminates the branches which are not candidates to improve the bounding. 

 

The adaptation of B&B algorithm to solve MOPs uses two functions: the function which verifies the improvement of the upper 

bound, and the function which updates the upper bound (UB). In the case of mono-objective optimization problems the upper 

bound is just one value, while in multi-objective problems the upper bound is a set of values which compose the PF. The B&B 

proposed is an extension of [19], where each objective was evaluated by an independent B&B. We propose a B&B which 

evaluates both objectives at the same time applying the dominance operator. 

 

4.1 The search tree 

 
The proposed B&B models the solution space by a tree where each branch represents a solution. The number of levels of the tree 

is equals to number of tasks (n). Each level corresponds to a position in the solution and each node of the tree is a mapping of the 

configuration. The number of descendants in each node is 𝑟, where r is the number of mappings. The number of nodes is ∑ 𝑟𝑞𝑛
𝑞=1  

for a problem with n tasks and r mappings. The Figure 1 presents an example of the search tree for three machines and four 

mapping configurations.  
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Fig. 1. Search tree generated by MOB&B for a problem with three machines and four configurations. 

The search tree shown in Figure 1 has n = 3 levels, each node has r = 4 descendant nodes and ∑ 4𝑞3
𝑞=1 = 84 nodes in total. A 

complete solution is formed by going through the top (root node) to the last level (bottom of the tree).  For example, the solution 

𝜑 = (1, 2, 3)  is obtained by vising the node 1 from level 1, node 2 at level 2 (descendant of 1), and node 3 at the last level 

(descendant of 2). 

 

The B&B performs a depth-first-search in the tree to visit all the solutions of an instance. The B&B uses a last-in-first-out stack 

(TreeStack) to store the nodes to visit, and a stack (TreeLevel) to store the corresponding level of the node to visit. All the 

structures used in the B&B are [18]: 

 

 TreeStack is the active list of nodes, it is a vector structure which contains the pending tree nodes to be visited. 

 

 TreeLevel is a vector structure which grows as TreeStack does. It stores the level in the search tree of the corresponding 

node in TreeStack. Thus, the i-th element of TreeLevel indicates the level of the i-th node in TreeStack. 

 

 Solution is a vector of size n. It stores the visited nodes in the specified order. Thus, the node visited at level p is placed 

at p-th position in Solution. 

 

 UpperBound is a list of the non-dominated solutions found. At the end of the exploration it will contain the Pareto front. 

 

4.2 Lower bound and upper bound 

 
The lower bound (LB) has associated the objective values of a node of the search tree. To decide whether to continue exploring 

from the active node or not the B&B computes the lower bound of the active node. The objective values of a solution S are 

obtained by evaluating S from the first tree level to p-th level. The objective values of the non-dominated solutions compose the 

upper bound (UB), if the lower bound is non-dominated by the upper bound, then the exploration continues. 

 

At the beginning of the algorithm UB has one solution where all the tasks are fixed with the mapping 0. When a new solution is 

added to the UB all the dominated solutions are removed. 

 

4.3 Branching and pruning functions 

 

The branching functions allows the algorithm to found new solutions that could improve the UB. The prune functions avoid to 

guide the exploration to worse solutions. The branching function is performed when LB is non-dominated with respect to all the 

solutions in UB, or if LB dominates at least one solution in the UB, that means that the solution S could produce an improvement 

in UB when S is completed. The branching function push all the descendants of the visited node into TreeStack in reverse order. 

Also for each node pushed into TreeStack, its corresponding level is pushed into TreeLevel. 

 

The pruning function is performed when one solution in the UB dominates the LB. The pruning function implies not to perform 

the branching function avoiding to push the descendants of the visited node into TreeStack. 
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4.4 Multi-objective B&B algorithm  

 
In this section, we describe the main functions of the B&B algorithm. We start with the initialize function, the Algorithm 1 shows 

how the StrackTree and StackLevel are initialized. They are initialized with the mapping values in reverse order with the first 

level of the tree. With that the StackTree has all the pending nodes to visit. 

Algorithm 1. Function that initialize the B&B. 

 1: program initialize () 

 2:  S ← empty solution; 

 3:  UB ← empty front; 

 3:  level ← 0;               The first level of the tree. 

 4:   for node = NumberOfMappings to 0 do  To push in reverse order. 
 5:    push (StackTree, node);   

 6:    push (StackLevel, level); 

 7: end. 

The algorithm 2 shows how the branching function is performed. The function push into StackTree all the descendants of the 

visited node with their corresponding level in StackLevel. In the counterpart, as was mentioned before, the prune function does 

nothing. 

Algorithm 2. Branching function. 

 1: program branching (Solution S, integer currentLevel) 

 2:  nextTreeLevel ← currentLevel + 1; 

 3:   for i = NumberOfMappings to 0 do    To push in reverse order. 
 4:    push (StackTree, i);   

 5:    push (StackLevel, nextTreeLevel); 

 6: end. 

The Algorithm 3 is the explore function which allows the B&B to move to the next tree level. This function pops from the 

StackTree the next node to visit and sets it in the corresponding position inside S indicated by level. 

Algorithm 3. Function that explore a new node. 

 1: program explore-next-branch (Solution S) 

 2:   node  ← pop (StackTree); 

 3:  level ← pop (StackLevel);    Updates the level pointer.  

 4:  Slevel ← node; 

 5: end. 

The Algorithm 4 uses the equations (2) and (3) to evaluate a solution from the first position to the position indicated by level 

producing a partial evaluation of S. 

Algorithm 4. Function that evaluate a partial solution. 

 1: program evaluate-partial-solution (Solution S, integer level) 

 2:  evaluates the solution from T0 to Tlevel with equations (2) and (3). 

 3: end. 

The function to decide if a solution improves the UB is shown in Algorithm 5. This algorithm compares S against all the solutions 

in UB using the dominance comparator. 

Algorithm 5. Function that verifies if a solution S improves the upper bound. 

 1: program improves-upper-bound (Solution S, Front UB) 
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 2:   𝐷𝑜𝑚𝑠 ← 0;     Number of solutions which are dominated by S. 

 3:  𝐷𝑜𝑚𝑛𝑜𝑛 ← 0;   Number of solutions which are non-dominated by S. 

 4:  𝐷𝑜𝑚𝑝 ← 0;    Number of solutions which dominate S. 

 5:  for each P ∈ UB do 

 6:      if S ≺ P then 

 7:     𝐷𝑜𝑚𝑠 ← 𝐷𝑜𝑚𝑠 + 1; 
 8:     if P ≺ S then 
 9:     𝐷𝑜𝑚𝑝 ← 𝐷𝑜𝑚𝑝 + 1; 

10:     if S ⊀ P and P ⊀ S then  

11:     𝐷𝑜𝑚𝑛𝑜𝑛 ← 𝐷𝑜𝑚𝑛𝑜𝑛 + 1; 
12:  if 𝐷𝑜𝑚𝑠 > 0 or 𝐷𝑜𝑚𝑛𝑜𝑛 = size (UB) then 
13:    return True; 

14:  return False; 

15: end. 

Algorithm 5 shows the function which verifies if a solution (S) improves the UB. From line 2 to 3, three counters are initialized. 

The first counter is the number of solutions which are dominated by 𝑆 from UB. The second counts the total of solutions which 

𝑆 has a relation of non-dominance. The third counter is the number of solutions from UB which dominate 𝑆. It is said that 𝑆 

improves UB if at least one solution in LB is dominated by 𝑆 or if it has a non-domination relationship with all the solutions in 

LB. From line 5 to 11, the algorithm compares 𝑆 against all the solutions in the UB to verify the dominance relationship. Line 6, 

verifies if 𝑆 dominate 𝑃. Line 8, verifies if 𝑃 dominate 𝑆. Line 10, verifies if 𝑃 and 𝑆 have a relationship of non-domination. Line 

13 to 15 verifies if 𝑆 improves the UB. 

Algorithm 6. Multi-objective Branch and Bound. 

 1: program Multi-Objective-Branch-and-Bound () 

 2:  initialize ();   

 3:  while tree-has-more-branches () do    While TreeStack has nodes. 
 4:    explore-next-branch(S); 

 5:    evaluate-partial-solution (S, level); 

 6:    if a-leaf-has-not-been-reached () then  

 7:    if improves-upper-bound (S, UB) then  

 8:     branching(S); 

 9:    else 

10:     prune(S); 

11:   else                  a leaf has been reached. 
12:    if improves-the-UB (S, UB) then 

13:     add-to-UB (S, UB); 

14:  return UB;                 UB is the Pareto front. 
15: end. 

Algorithm 6 shows the pseudocode from the B&B using all the main functions. Line 2 call the initialize function. Line 3 is the 

loop which keeps the exploration while the tree still has branches, it has branches if there are pending nodes to visit in TreeStack. 

Line 4 does an exploration of the tree by adding to 𝑆 the next node corresponding to the level of the tree. In line 5 a partial 

evaluation of 𝑆 is performed. Line 6 verify if a leaf has been reached, if not the algorithm continues in line 7 which validates if 

the partial solution can produce an improvement in the UB, and if it is so, then it performs a branching at line 8. If a leaf has been 

reached (line 11) line 12 verifies if 𝑆 improves the UB, if it is true then 𝑆 is added to UB and all the dominated solutions by 𝑆 are 

removed. Finally, in line 14 the algorithm returns the optimum PF which is represented by UB.  

 

5 Computational experiments 

 
The experiment was done in a node of the Cluster Éhecatl from the Instituto Tecnológico de Ciudad Madero. Each node has the 

following specifications: 2x Intel Xeon with 12 cores E5-2670 v3, 64 GB of RAM in (8X8GB) DDR4-2133, and 120 GB in SSD. 

The experiment was done sequentially using one core from the node. The instances solved are a subset of benchmark datasets 
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reported in [13, 14] combined with  instances from the literature, given a total of 40 instances (See Table 5), for those instances 

we ignored the precedencies section. The instances have between 2 and 5 machines. and between 6 and 15 tasks. This set we 

called Smallset. The name of each instance follows the next pattern name_#machines_#tasks, where name is the name of the 

author, #machines is the number of machines, and #tasks is the number of tasks. The configurations DVFS used in the machines 

are from Table 2. The experimentation had a time limit of 360 hours.  

 
5.1 Results 

 
The purpose of the experiments was to find the optimal PF for the instances of the Smallset. Table 1 shows the obtained results, 

column 1 contains the instance name, column 2 is the reference (Ref), column 3 indicates the number of solutions in the PF, and 

the last column contains the total time (T), in hours, required to find the optimal PF. 

Table 5. Instances with their reference with the Pareto front size, and the total computation time given in hours. 

Name Ref PF T Name Ref PF T 

Ahmad_3_9_28 [20] 110 0.0182 Linshan_4_9_38 [21] 157 0.1339 

Bittencourt_3_9_184 [9] 212 0.8285 Liu_2_8_364 [22] 227 0.0087 

Cao_3_10_536 [23] 327 2.5397 Mohammad_2_11_64 [24] 230 37.8343 

Ching_3_10_84 [25] 148 3.4505 Munir_3_10_76 [26] 142 1.0393 

Demiroz_3_7_47 [27] 108 0.0012 Rahmani_3_7 - 96 0.0003 

Eswari_2_11_61 [28] 230 24.4703 SahA_3_11_131 [29] 376 310.8222 

Gulzar_3_10_124 [30] 171 12.4246 SahB_3_6_76 [29] 107 0.0005 

Hamid_3_10 [31] 267 0.6680 Sakellariou_3_11_130 [32] - 360* 

Hernandez_3_10_70 [33] 197 21.2947 Samantha_5_11_31 [34] - 360* 

heteropar_4_12_124 [35] 214 131.4986 sample_3_10 [13] 307 2.9908 

heteropar_4_12_60 [36] 156 7.4750 sample_3 _13 - - 360* 

Ijaz_3_10_133 [37] 163 7.2786 sample_3_8_100 [13] 210 0.0126 

IlavarasanIJCSIT_3_10 [38] 142 0.7264 sample_4_11_25 - 120 123.7853 

Ilavarasan_3_10_77 [39] 142 0.7224 Tao_3_10 - 534 23.9643 

Ilavarasan_3_11_27 [40] 220 57.1850 Topcuoglu_3_10_80 [5] 142 0.7170 

Ilavarasan_3_15_114 [41] - 360* Topcuoglu_3_8_51 [42] 111 0.0037 

Kang_3_10_76 [43] 142 0.7189 Xu_3_8_66 [44] 120 0.0104 

Kang_3_10_84 [45] 142 0.7188 YCLee_3_8_80 [10] 108 0.0489 

Kuan_3_10_28 [46] 130 1.3325 Yu_4_10 - 160 1.8916 

Liang_3_10_80 [47] 142 0.7118 Zhao_3_10_143 [48] 273 10.0964 

 

The B&B is capable to solve 36 instances in the given time limit.  We classified the instances with respect to the time required 

for the B&B to achieve the PF. The instances which can be solved in one hour or less are considered as easy or lower hardness, 

between 1 and 24 hours are considered of medium hardness, and more than 24 hours are considered of high difficulty. Following 

this classification for the B&B, we have 18 instances of lower difficulty (white), 12 instances of medium difficulty (light grey), 

6 instances of high difficulty (dark grey), and 4 instances that could not be solved (marked with asterisk). 

 

Six instances required more than 24 hours to be solved, and four could not be solved in the given time. The graphs of the Pareto 

fronts found for the solved instances are shown in Figure 2 and Figure 3. Also the objective values for all the solutions in the 

Pareto fronts are shown in tables 6 to 41. In the tables an id  (#), the makespan (m) and the energy (e) are given for each solution. 

These tables can be located in https://www.dropbox.com/s/ysm1yxk6j7ri16r/SMIO2016_paper_4_Tables6-41.pdf?dl=0. 
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Fig. 2. Pareto fronts found for the first 18 instaces solved. 
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Fig. 3. Pareto fronts found for the last 18 instances solved. 
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6 Conclusions and future work 

 
In this paper, we approached the problem of finding the optimal PF of HCSMOP instances. The contributions of this research 

are: a multi-objective B&B algorithm based on Pareto dominance and the optimal PF for 36 instances of the Smallset. The solved 

instances are the first available benchmark for the problem. The Pareto Fronts  were completly documented to allow to another 

researchers use them to assess the performance of multiobjective algorithms with quality metrics that requires known the optimal 

front of the instances. 

 

More research is needed to improve computational time of the proposed B&B, the improve-upper-bound function (Algorithm 5) 

because in each call it goes through all the solutions in the UB, and while more solutions are added to the UB it becomes more 

time consuming. Despite this, the B&B is capable of solve the benchmark.  

 

As a future work we are planning to parallelize the algorithm using openMP and MPI with the purpose of reduce the required 

time to solve instances of higher difficulty. Also, the development of metaheuristics to initialize the upper bound with a set of 

good quality solutions. It is pending the improvement of the main functions and the research of techniques to accelerate the 

exploration of the tree. Another interesting research is to consider more objective such as max workload and total workload. 
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