International Journal of Combinatorial Optimization Problems and
Informatics, 17(2), 2026, 206-214. ISSN: 2007-1558.
https://doi.org/10.61467/2007.1558.2026.v17i2.1280

www.editada.org

Machine Learning Approach to Multiclass Sentiment Analysis in Dravidian Language
Code-Mixed Text

Augustine Ekene Obiadoh ', Tolulope Olalekan Abiola *, Grigori Sidorov*?,
Liliana Chanona-Herndndez

! Covenant University, Nigeria.

2 Instituto Politécnico Nacional, Center for Computing Research, Mexico.

3 Instituto Politécnico Nacional, ESIMEZ, Mexico.
obiadohaustine@gmail.com, tabiola2025@cic.ipn.mx, sidorov(@cic.ipn.mx,
Ichanona@gmail.com

* Corresponding author

Abstract. In this study, we focused on sentiment analysis of code- | Article Info

mixed text in Dravidian languages, specifically Tamil-English and | Received Dec 2, 2025
Tulu-English, using advanced natural language processing (NLP) | Accepted Jan 4, 2026
techniques. We address the challenges posed by linguistic
diversity, the unique nature of code-mixing, and the limited
availability of annotated datasets with the application of the
Logistic Regression machine learning model enhanced by feature
engineering. Our preprocessing approach involves normalizing
input text, handling class imbalances, and applying sub word
tokenization to accommodate the agglutinative and mixed nature
of Dravidian languages. The model was trained for a multi-class
sentiment classification task, distinguishing between the classes.
Our experiment achieved an F1 score of 0.4409 on Tamil-English
and 0.4509 on Tulu-English, this demonstrates the model's ability
and limit to process Dravidian scripts and capture sentiments in
code-mixed data on a multiclass dataset. Our methodology
approach can be extended and improved to tackle other low-
resource language challenges in future work. The code and dataset
used are available at
https://github.com/ABITCONSULT/Sentiment-Analysis-in-
Dravidian-Language.

1 Introduction

Sentiment analysis is an important classification task in NLP for understanding the subjective opinions and emotional responses
about an instance through text. It has varied uses for industry-based applications to perform reputation management, customer
support, and monitoring of content over social media, among others (Wilson et al., 2005; Thavareesan & Mahesan, 2019, 2020).
It summarizes the sentiments and interests of humans into textual feedback or total polarity comments, (Thavareesan & Mahesan,
2020). Identification of offensive language also is one other main task in the NLP area which intends to reduce harmful or
unacceptable content on different online platforms. Over the years, there has been considerable attention on sentiment analysis
and offence language identification for practical applications in content moderation.

Social media and online review platforms enable users to share their thoughts and opinions in informal and flexible environments.
To enhance user experience, these platforms encourage communication in users' native languages or a mix of languages (Vyas et
al., 2014). However, a significant challenge in analyzing this user-generated content arises because most NLP systems are trained
on formal, grammatically correct data. Consequently, these systems often struggle with the informal, unstructured nature of social
media content (Chanda et al., 2016; Pratapa et al., 2018). Moreover, most advancements in sentiment analysis and offensive
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language detection have focused on monolingual datasets for high-resource languages, leaving mixed-language and under-
resourced contexts underexplored (Winata et al., 2019; Jose et al., 2020).

Code-mixing also refers to the practice of alternating between two or more languages within a single document, paragraph,
sentence, or even word. It is a common feature of communication in bilingual and multilingual communities (Barman et al., 2014)
and is driven by structural, pragmatic, and sociolinguistic factors (Sridhar, 1978). Social media comments often exhibit code-
mixing, particularly in multilingual societies. However, resources for analyzing code-mixed content remain limited, as most
sentiment analysis and offensive language identification datasets are designed for monolingual text.

This paper presents sentiment analysis in code-mixed text, especially for Dravidian languages such as Tamil-English and Tulu-
English. These languages are predominantly used on social media platforms and pose certain challenges because of code-switching
and the non-native usage of most of the script. Addressing these challenges makes this work go toward more inclusive and effective
development of NLP systems capable of managing diversity in multiple linguistic environments.

2 Literature Review

A variety of traditional machine learning methods (Reyes-Cocoletzi et al. 2025; Ojo et al., 2021; Ojo et al., 2020; Sidorov et al.,
2013; Nath et al. 2025), and transformer models (Masmoudi et al. 2025; Abiola et al., 2025a; Adebanji et al., 2022; Abiola et al.,
2025b; Mukhim et al. 2025) among others have been applied in the last few years for different text classification in NLP.

Sentiment analysis plays a vital role in understanding public opinions on various content, such as comments, tweets, videos, and
events like elections or social movements (Krishna et al., 2013; Musto et al., 2017). By detecting sentiment polarity (positive,
negative, neutral), sentiment analysis helps industries summarize audience perceptions and improve applications like
recommendation systems and hate speech detection (Gitari et al., 2015). Social media has been a good source of sentimental data
over the last two decades.

Most of the research done on sentiment analysis has focused on monolingual corpora, such as English by (Hu & Liu, 2004; Wiebe
et al., 2005), and other languages like Russian and German (Cieliebak et al., 2017). Initially, techniques like the extraction of
features using n-grams were widely used for sentiment classification, as reviewed (Kouloumpis et al., 2011). More recently, with
large social media datasets, traditional methods have been replaced by deep learning models discussed (Patwa et al., 2020).

However, despite progress in SA, Dravidian languages, such as Tamil-English, Kannada-English, and Malayalam-English remain
relatively under-explored in sentiment analysis research. The challenges associated with code-mixed languages, which interweave
multiple languages within a single text, make the task of sentiment classification more challenging. To bridge this gap,
Chakravarthi et al. (2020) created the Dravidian Code-mix corpus that includes datasets of code-mixed Tamil-English, Kannada-
English, and Malayalam-English texts for sentiment analysis and offensive language identification. This is a manually annotated
dataset and has become one of the most useful resources for the training and testing of sentiment analysis models for Dravidian
languages.

The rapid growth in the volume of social media content also increases the usage of aggressive or offensive language online,
compelling the development of automatic moderation systems. These systems would effectively detect harmful speech when
trained on appropriate datasets and reduce the volume of offensive content on public platforms. Most research has so far been
directed at the identification of offensive language in English texts (Zampieri et al., 2019), while efforts are expanding to languages
like Arabic, Danish, Greek, and Turkish (Zampieri et al., 2020). The new resources for the identification of offensive language in
Dravidian languages will help in extending the reach of NLP research in under-resourced languages.

Code-mixed native language interactions have increased with internet access and smartphone penetration in multilingual countries
like India. The majority of these are spoken by speakers of the Dravidian language family, who, for most, English is the second
language. Availability of code-mixed data is low for the Dravidian languages (Jose et al., 2020; Chanda et al., 2016). One of the
pioneering works on Kannada-English code-mixed datasets by Sowmya Lakshmi and Shambhavi (2017) and Kannada-English
sentiment analysis by Shalini et al. (2018) paved the way for further research in this direction. Later, these datasets were used for
sentiment analysis using neural networks and other machine learning techniques.

While progress is being made, open large-scale code-mixed datasets for Dravidian languages are still rare. To stimulate research
in this direction, Chakravarthi (2020) and Mandl et al. (2020) organized shared tasks which provided code-mixed Tamil-English,
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Kannada-English, and Malayalam-English datasets for sentiment analysis and identification of offensive language. It is expected
that these shared tasks will foster the creation of improved models for these resource-poor languages.

Current research in sentiment analysis and the detection of offensive language has focused on high-resource languages that provide
a mass dataset on social media. Given the bilingual nature of social media users, systems should be capable of handling such
under-resourced code-mixed languages effectively. This dearth of publicly available datasets of reasonable size is precisely the
reason why resources like Dravidian Codemix provide a great amount of essential data to work on the training of code-mixed
content in Dravidian languages.

3 Methodology

Sentiment analysis in code-mixed text is performed for the following paper in the Dravidian languages, namely, Tamil-English
and Tulu-English. Such sets of languages present unique challenges due to their linguistic diversity, prevalence of code-mixing,
and limited availability of annotated datasets. To address these challenges, we applied Logistic Regression (LR) model with
feature engineering for Dravidian language-specific sentiment classification tasks.

Dataset Analysis

The dataset used in this study comprises multi-labelled comments and posts from social media platforms, specifically YouTube,
in code-mixed Tamil-English and Tulu-English. These comments span various domains such as entertainment, politics,
technology, and social issues. Each entry is annotated with sentiment labels indicating whether the comment expresses positive,
negative, neutral, or mixed emotions.

Class Labels

The dataset follows a message-level sentiment classification task with four sentiment classes: Positive', 'unknown state', Mixed
feelings', 'Negative for the Tamil-English dataset and positive, not Tulu, neutral, and mixed for the Tulu-English Dataset with
12458 rows of train dataset, 1254 rows for development and 1479 rows for testing the model while the Tamil-English dataset
contains 31122, 3843, and 3459 respectively. This classification structure of the dataset enables us to identify how sentiments are
expressed in mixed-language scenarios on social media.

Data Cleaning and Preprocessing

Due to the complexity of Dravidian languages and their distinct scripts, text preprocessing involved multiple steps. Code-mixed
texts present additional difficulties, as they often contain English mixed with the native language, informal language, and
abbreviations. To clean the data, we first removed non-textual elements such as URLs, web links, and special characters using
regular expressions. Since our initial preview of the dataset shows so many non-word tokens which could be due to the extraction
of the dataset from the internet.

To enrich the model’s ability to recognize important linguistic features, we also extracted top bigrams using count vectorizer from
scikit-learn library. These top bigrams were appended to the original text entries to guide the model in identifying key linguistic
patterns that could influence sentiment classification and this is the core of our research as we discovered during development that
varying the number of top bigrams extracted affects the model performance which we discovered with the development dataset
that we reach the maximum likely result with the LR model when we extract 95 top bigrams and spend then to the rows of text
where they originally existed.

Class Imbalance
The dataset revealed a slight class imbalance, with a higher representation of positive sentiment on Tamil-English Data and Not
Tulu on Tulu-English Dataset categories compared to negative or mixed sentiments.

Model Architecture

We employed a Logistic Regression (LR) model imported from scikit-learn for sentiment classification. LR is a widely used linear
model for classification tasks especially when computational resources are of concern, capable of handling high-dimensional
sparse feature representations commonly found in text-based tasks. To extract meaningful features, after we append top 95
bigrams, we used Term Frequency-Inverse Document Frequency (TF-IDF) vectorization from scikit-learn, which helps capture
the importance of words in the dataset while reducing noise from less informative terms. The input to the LR model consisted of
TF-IDF-weighted n-grams, including bigrams was appended as a token, to enhance the model’s understanding of sentiment-related
phrases.
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Experimental Setup

The experiments were conducted on a machine equipped with, Intel dual core processor, and 8GB of DDR4 RAM. The datasets
were divided into three in the form of training, development and testing for both the Tamil-English and Tulu-English dataset. We
trained the LR model and performance was evaluated based on metrics obtained from the test dataset.

Predictions on Unseen Data

We evaluated the trained LR model on a separate test dataset provided by the shared task organizers. This dataset consisted of
unseen code-mixed comments in Tamil-English and Tulu-English. The model demonstrated a good performance across both
languages, successfully classifying comments into the four sentiment categories with some inadequacy with the low-sourced class

due to data imbalance, thereby showing its ability and limitation to handle the complexities of code-mixed, and imbalanced social
media texts.

4 Results

Quantitative Evaluation

Our results highlight the effectiveness and limitation of LR in handling code-mixed texts in Dravidian languages for sentiment
classification, demonstrating good performance even with limited annotated and imbalanced data. The LR model on the Tamil
test dataset has an F1 score of 0.13 for Mixed Feelings class, 0.41 for Negative class, 0.78 for Positive class and 0.42 for unknown
class with more details of the classification report on figure 3. We obtained 0.17 for Mixed class, 0.65 for Neutral class, 0.79 for
Not Tulu and 0.69 for Positive class on the Tulu-English dataset as we present more classification report on figure 4.

Performance Analysis

Figure 1 and 2 and Table 1 and 2 presents the confusion matrix and classification report on Test Data for both the Tamil-English
and Tulu-English results from the test dataset respectively, illustrating the model's classification performance across the four
sentiment classes. The model exhibited strong performance in identifying both positive and Not-Tulu sentiments with an F1 score
of 0.78 an 0.79 on the Tamil-English and Tulu English dataset respectively, for the positive class. However, some false positives
were observed, particularly with other sentiment classes being misclassified

Figure 1: Confusion Matrix Tamil-English Figure 2: Confusion Matrix Tulu-English
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Table 1: Classification Report (Tulu)

Class Precision Recall Fl1-score Support
Mixed 0.65 0.10 0.17 208
Neutral 0.59 0.73 0.65 343
Not Tulu 0.74 0.86 0.79 475
Positive 0.68 0.70 0.69 453
accuracy 0.67 1479
macro avg 0.66 0.60 0.58 1479
weighted avg 0.67 0.67 0.64 1479

Table 2: Classification Report (Tamil)

Class Precision Recall Fl-score Support
Mixed feelings 0.32 0.08 0.13 425
Negative 0.51 0.34 0.41 458
Positive 0.68 0.92 0.78 1983
Unknown state 0.54 0.34 0.42 593
accuracy 0.64 3459
macro avg 0.51 0.42 0.43 3459
weighted avg 0.59 0.64 0.59 3459

Linguistic Complexity

The model’s ability to handle the complex linguistic features of Dravidian languages was thoroughly tested. TF-IDF vectorization
effectively captured key lexical features present in Tamil-English and Tulu-English code-mixed texts. Additionally, the inclusion
of bigrams helped in identifying sentiment-laden phrases, improving classification accuracy.

Comparative Strengths
To further compare the classes prediction on the test data we printed the ROC-curve to visualize the classification for both tasks.
The ROC curve in figure 3 and 4 for visual performance analysis of the tasks.

Figure 3: ROC Curve Tamil-English Figure 4: ROC Curve Tulu-English 1
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When compared to other traditional machine learning models like Random Forest and Support Vector Machines (SVMs), LR
performed competitively in terms of precision, recall, and F1 score. This can be attributed to LR’s ability to handle high-
dimensional feature spaces efficiently while maintaining interpretability and computational efficiency.

S Limitations
The major limiting factor of this research is the low computational resources at disposal as at the time of performing this

experiment as we believe some LLM would have performed better on this task, also availability of a large dataset evenly
distributed across the classes would surely improve the model performance.
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