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Abstract. Timely detection of diseases in various crops is a 

necessary task to ensure sufficient production of food sources. 

Visual analysis by an expert is the method traditionally used for 
this activity, so it is subjective and prone to errors. In this paper, 

we propose a color segmentation method and a feature analysis for 

the recognition of rice crop leaves using machine learning. We use 
balanced sets of images and propose a set of experiments that 

allow us to discover the features that influence the classification 

indices, like the need to identify more precise characteristics for 
the classes of similar leaves or the disease regions. Results show 

that some features of texture and color are irrelevant for disease 

recognition.  
Keywords: Color segmentation, Plant diseases, Machine learning. 

Article Info 

Received Jan 26, 2025 

Accepted Mar 11, 2025 
 

 
 

1 Introduction 
 

Agriculture is an activity of vital importance for the economic development of a country since a constant source of food results 

in food security for the population and impacts its productivity [17]. The promotion of sustainable agricultural systems involves 

promoting the use of appropriate technologies to support the development of agriculture [16]. In this regard, computer vision 

techniques are a feasible alternative to address problems such as the timely detection of plant diseases because it is a task 

typically performed by human inspection, causing subjectivity in the visual analysis [8]. Several proposals have addressed this 

problem, using strategies based on classical, automatic, or hybrid learning. In the first case, it is common to use image 

processing and machine learning techniques [15, 6]. On the other hand, automatic learning strategies are models composed of 

several processing levels, such as convolutional neural networks (CNNs), symbolic learning models, and generative neural 

networks, among others [13, 14]. In hybrid strategies, it is common to use CNNs as feature extractors and classical machine 

learning techniques for classification [4]. 

 

Currently, the strategic crops for survival considered by FAO [7] are maize, beans, rice and wheat, among others. In countries 

such as Mexico, these grains are considered basic to guarantee food security [5]. In this work, we focus on the recognition of 

diseases in the leaves of rice crops using color segmentation and machine learning, since in the found literature there are 

limitations regarding the characteristics of the datasets and the classification strategies [12, 9, 1, 2, 8, 18-26]. To address this 

problem, we propose a color segmentation method, and a comparative analysis of features for disease recognition in rice leaves 

using machine learning. The diseases addressed in this work are Brown spot, Leaf blast, and Hispa. 

 

In the next section, the theoretical basis is described. Section 3 presents the proposed methodology. Experiments and results 

description is in Section 4. Conclusions are in section 5. 

 

 

2 Theoretical bases 
 

Visual inspection is the most frequent method for disease detection in different crops. Proper identification of traits such as 

color, texture, and shape of abnormal elements on plant leaves is crucial for the timely recognition of crop diseases. 
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Image segmentation is the process of selecting and grouping pixels with similar visual and numerical characteristics; that is, the 

separation of an image into regions. There are several criteria for selecting regions, segmentation can be performed in grayscale 

or color, and be bilevel or multilevel according to the number of the regions obtained from such segmentation [27]. 

 

For plant disease recognition, color features in the affected leaf regions are relevant and contribute to identifying shape and 

texture patterns that characterize each disease. In color segmentation, different models or color spaces are used that provide a 

standardized specification of color in a three-dimensional coordinate system and a subspace of the system, where each color is 

determined by a point. In this work, the RGB and HSV color spaces are used. 

 

On the other hand, features to describe an object can be represented by boundaries or external properties, and by a structural 

representation or internal properties. It is desirable that the features are invariant to scale, rotation, and translation. 

 

Textural features refer to the spatial distribution of gray hues defined by the uniformity, density, thickness, roughness, 

regularity, intensity, and directionality of discrete measures of hue and their spatial relationships. One approach of texture is 

based on the gray level co-occurrence matrix (GLCM), which is a frequency matrix with which a pixel with gray level (i) 

appears in a specific spatial relationship with another pixel of gray level (j). Concurrence matrices are second-order measures 

because they consider pairs of neighboring pixels, separated by a distance δ and at a given angle θ. 

 

Color features are statistical measures of the color bands of a specific color space. Commonly used are mean, standard 

deviation, and entropy, among others. Regarding the shape features, the parameters to consider are the size and quantity of the 

regions of interest, circularity measures, perimeter, etc. 

 

 

3 Methodology 
 

AIn this section, the methodology for plant disease recognition is presented. First, we describe the proposed segmentation 

method. In the second phase, the feature extraction process and classification are presented.  

 

3.1 Color segmentation 

 

The first segmentation stage tries to visually identify the regions of interest (ROIs) on the plant leaf. Thus, four regions (Ri) are 

defined, where R1 = plant leaf, R2= shade, R3= yellow-brown spots, and R4= Hispa class spots. Figure 1 shows these regions. 

 
Fig. 1. Regions of interest in the plant image. 

 

The region R4 is considered because the hispa class has greenish-whitish spots, unlike the rest of the classes that have spots 

ranging from light yellow to brown, as shown in Figure 2. 

 

The visual identification of regions Ri is important for the segmentation of the whole leaf (without shadows), as well as for the 

segmentation of the regions representing the disease. Thus, the first step is to obtain thresholds for the segmentation. To this 

end, datasets are created with 20 cropped images obtained from each Ri. The images are obtained by manually cropping the ROI 

from the original RGB leaf image. 
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Fig. 2. Images of three classes of plants diseases. a). Brown spot, b) Leaf blast, c) Hispa 

 

Considering that the H and S bands of the HSV color space represent the hue and color saturation information, in a second step, 

the RGB images are converted to the HSV color space. Using the H and S bands we create overlapping histograms of each 

dataset. The thresholds for segmenting each Ri region are obtained from the histogram information. Table 1 shows the results. 

 

Table 2. Features extracted for classifiying. 

 

Texture Color Shape 

1.Uniformity 1.Mean 1.Area max 

2.Entropy 2.Entropy 2.Num.Areas 

3.Dissimilarity 3.Kurtuosis 3.Sum areas 

4.Inverse difference 4.Skewness 4.Standard  

5.Correlation 

6.Contrast 

5.Standard 

deviation 

deviation of 

areas size 

7. Inverse difference 

moment 

  

 

Of the thresholds obtained, it should be noted that the tone distribution for R2 includes the entire range for H, while for S it 

represents the complement for the thresholds of the remaining regions, so these thresholds are omitted. In addition, the 

thresholds for R1 and R4 are similar, so we exclude the threshold for R4. This is because the hispa class shades are light green. 

Consequently, the thresholds for leaf segmentation are (0 H 0.5) & (0.46 S 1), and for diseased region segmentation are 

(0.17 H 0.5) & (0.5 S 1).  

 

Segmented images of the whole leaf and diseased regions are used for feature extraction at later stages for disease recognition. 

Figure 3 shows the scheme of proposed segmentation. 

 

 
Fig. 3. Color segmentation proposed. 
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3.2 Feature extraction and Classification 

 

The features used in this work are obtained independently for the segmented images of the whole leaf and the segmented images 

of the regions affected by the disease (spots). The features extracted for the leaf are color and texture (set A), while for the spots 

they are color and shape (set B). In the first case, these features are chosen from the results of previous work, which indicate that 

these features are suitable for leaf recognition [28], texture features are obtained from the gray level co-occurrence matrix 

(GLCM) using 8 gray levels, an interpixel distance of 1 and angles of 0, 45, 90, and 135 degrees. 

 

Regarding the characteristics of the spots, color is suggested for its importance in visual identification, and shape due to the 

presence of patterns such as the number and size of affected regions. Table 2 shows the color, texture, and shape features used in 

this work. 

 

Table 1. Thresholds for the interest regions Ri. 

Ri H S 

R1 = plant leaf 0.00-0.50 0.46-1.00 

R2= shade 0.00-1.00* 0.00-0.56 

R3= yellow-brown spots 0.17-0.50 0.50-1.00 

R4= Hispa class spots 0.00-0.50 0.45-1.00 

 

 

From the extracted features, three sets are constructed and used independently for classification. The first set (A) consists of the 

color features for the H and S bands, respectively, furthermore the texture features 

 

This set is obtained from the segmented image of the whole leaf. Thus, 17 features are obtained for the set A. The second set (B) 

is obtained from the segmented images of the leaf spots and is formed from the H and S bands color features, respectively, and 

shape features. Therefore, this set includes 14 features. A third set (AB) is formed including the features of sets A and B, 

totaling 31 features. Finally, the previously proposed sets are used for classifying, with three machine learning models: a 

multilayer perceptron neural network (MLP), a support vector machine (SVM) and random forest (RF). 

 

 

4 Experiments and Results 
 

This section describes the experiments performed and a brief discussion of the results obtained. A testbed for feature analysis 

using machine learning techniques is shown. Experiments were conducted on a computer with i9-7900X CPU 3.31Ghz, 

64RAM, Windows 10 system, and Matlab 2018a. 

 

4.1 Datasets 

 

The dataset consists of images taken from two repositories of the Kaggle platform [10, 11]. The classes considered are brown 

spot, leaf blast, hispa with 560 images per class. The leaf blast and hispa class images are the result of a random selection of 

images from the repository [11], while the brown spot class set is composed from [10] and [11]. The images were resized to a 

size of 320 × 320 with the bicubic interpolation method since their original resolution is variable. Figure 2 shows examples of 

these images.  

 

Training and test sets for each class use 80% and 20% of the images, respectively. This is 1344 training and 336 test images.  

 

4.2 Color Segmentation 

 

According to the segmentation method described in section 3.1, the results for each of the diseases addressed in this work are 

shown in Figures 4-6. 
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Fig.4 Segmented image of Brown spot class 

 

 
Fig.5 Segmented image of Leaf blast class 

 

 
Fig.6 Segmented image of Hispa class 

 

 

As can be seen, segmentation of the whole leaf is adequate for all classes, however, segmentation of disease regions (spots) in 

the Leaf blast and Hispa classes results in some regions being part of the leaf, or else lost as in the the Hispa class. The results 

for the Brown spot class are the best due to the prominence of the affected regions. 

 

4.3 Classification 

 

Experiments of classification are performed 15 times for a more objective evaluation Normalization used is z-score due to its 

simplicity and the possibility of comparing data sets coming from different distributions. 

 

The classifiers used in all experiments are MLP, SVM, and RF. The network topology used is three hidden layers with the 

configuration [30,12,30] obtained by experimentation. The solver used is ‘trainlm’ and 60 epochs. The SVM is nonlinear and 

uses a Gaussian kernel, while the RF is initialized with 500 trees, and classification is by majority vote [3]. 

 

The experiments include the evaluation of sets A, B, and AB with the three classifiers. In addition, considering that set AB has 

31 features, experiments are performed using the Relief algorithm [29] for feature selection. Tables 3 and 4 show the results. 

 

Table 4. Test accuracy (%) for 15 executions of set AB using Relief algorithm and different quantity of features (the best) 

 

Statistics 20 feats 23 feats 25 feats 

Max (MLP) 73.81 75.30 74.40 

Std (MLP) 1.57 2.44 2.19 

Media (MLP) 71.45 71.39 70.58 

Max (SVM) 70.54 71.13 71.73 

Std (SVM) 0.63 0.91 0.73 

Media (SVM) 69.23 70.08 70.56 

Max (RF) 75.60 77.08 77.68 

Std (RF) 0.83 1.19 1.18 

Media (RF) 74.37 73.93 74.66 

 

 

As seen from the results in Table 4, feature selection for the AB set has little relevance on the classification results with slight 

improvements using a set of 25 features: for SVM from 69.42% to 70.56%, and for RF from 74.44% to 74.66%. It is also 

observed that using a smaller number of features in most cases decreases the classification rate. In all cases, the features omitted 
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due to their low importance are dissimilarity, contrast, leaf correlation, and kurtuosis of the H and S bands, respectively of the 

spots. Moreover, in both experiments (with and without feature selection), the AB set provides better classification results. 

 

It is worth mentioning that the purpose in this work is to identify the most appropriate features for the recognition of leaf 

diseases, and not to exceed the classification accuracy with respect to other works. 

 

Table 3. Test accuracy (%) for 15 executions of sets A, B, AB 

 

Statistics MLP SVM RF 

Max (A) 74.70 71.43 76.19 

Std(A) 1.61 0.69 1.02 

Media (A) 71.77 70.40 74.42 

Max (B) 67.86 64.58 66.67 

Std(B) 2.11 0.67 1.16 

Media (B) 63.81 63.13 64.27 

Max (AB) 74.11 70.24 75.89 

Std (AB) 1.77 0.78 0.79 

Media (AB) 71.47 69.42 74.44 

 

 

Moreover, it is not the intention to establish comparisons with other learning approaches such as deep learning or generative 

neural networks [4,13,14]. 

 

Finally, an important purpose in this work is the use of expert knowledge for disease recognition in plant leaves, consequently, 

classical supervised learning techniques such as MLP, SVM and RF are addressed. In this sense, visual features that human 

experts look for in plant leaves to identify the disease are considered in a punctual way, for which the attention is towards the 

extraction of features in the regions of interest in the leaf and not in the whole image, as in the case of deep learning techniques 

based on neural networks. With respect to the latter, high classification rates are often due to features external to the object(s) of 

interest in the image, exacerbating the problem of explainability in the learning model by going against what a human expert 

identifies as relevant information in an image for recognition. 

 

 

5 Conclusions 
 

In this work, we address the problem of recognition of diseases in the leaves of rice crops classical using color segmentation and 

machine learning. Unlike other proposals, we use balanced sets of images of an appropriate size for the models used. We also 

propose a set of experiments to analyze the features for disease leaf recognition. From the results, it is clear the need to identify 

more precise characteristics for the classes of leaves those present similarities. Particularly, in the classes analyzed in this work, 

a common problem is the extraction of features of the disease regions, which has an impact on the classification accuracy 

achieved by the classification models. 

 

Some areas of opportunity for future work include the use of robust segmentation methods for images acquired in uncontrolled 

environments, sharing the dataset used in this work with the scientific community, the automatic selection of features to improve 

the classification rate, and automatic classification models that provide some degree of explainability concerning the results 

obtained. 
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